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Abstract

Referring video object segmentation (RVOS) aims to seg-
ment the target instance referred by a given text expression
in a video clip. The text expression normally contains so-
phisticated description of the instance’s appearance, ac-
tion, and relation with others. It is therefore rather diffi-
cult for a RVOS model to capture all these attributes cor-
respondingly in the video, in fact, the model often favours
more on the action- and relation-related visual attributes
of the instance. This can end up with partial or even in-
correct mask prediction of the target instance. We tackle
this problem by taking a subject-centric short text expres-
sion from the original long text expression. The short one
retains only the appearance-related information of the tar-
get instance so that we can use it to focus the model’s at-
tention on the instance’s appearance. We let the model
make joint predictions using both long and short text ex-
pressions, and insert a long-short cross-attention module
to interact the joint features and a long-short predictions
intersection loss to regulate the joint predictions. Besides
the improvement on the linguistic part, we also introduce
a forward-backward visual consistency loss, which utilizes
optical flows to warp visual features between the annotated
frames and their temporal neighbors for consistency. We
build our method on top of two state of the art pipelines.
Extensive experiments on A2D-Sentences, Refer-YouTube-
VOS, JHMDB-Sentences and Refer-DAVIS17 show impres-
sive improvements of our method. Code is available here.

1. Introduction

Referring video object segmentation (RVOS) [10] aims to
segment the target instance in a video given a text expres-
sion, which can potentially benefit many video applications
such as video editing and surveillance. For the research
community, RVOS is a challenging and interesting multi-
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Figure 1. Qualitative comparison between our LoSh-M and
MTTR [3]. The text expression for the target instance is ‘a man in
white t-shirt is walking’. LoSh-M generates an accurate prediction
while MTTR predicts a wrong mask compared to ground truth.

modal task: videos provide dense visual information while
text expressions provide symbolic and structured linguistic
information. This makes the alignment of the two modali-
ties very challenging, especially for the segmentation task.
A similar task to RVOS is the referring image segmenta-
tion (RIS) [25, 47, 51], which aims to segment the target
instance in an image given a text expression. Compared to
RIS, RVOS is significantly harder due to the difficulties to
tackle the motion blur and occlusion in video frames. It is
essential to build the data association across multiple frames
and track the target instance in the video. Besides the visual
difference between RIS and RVOS, the text expressions in
them are also different: those in RIS mainly describe the ap-
pearance of the target instances in static images while those
in RVOS describe both the appearance and action of the tar-
get instances over several frames in videos. Therefore, a
robust RVOS model is expected to capture complex textual
information from the input text expression and correspond-
ingly align it with visual features in video frames.

Recently, the development of transformer in video fea-
ture extraction [23] and instance segmentation [4 1] benefits
RVOS a lot. Especially, MTTR [3] and ReferFormer [44]
are pioneering works to adapt query-based transformer
models [5, 41, 52] to RVOS and have achieved signifi-
cant improvements compared with previous methods. The
performance gains in most query-based RVOS frameworks
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mainly come from the strong capabilities of transformer on
feature extraction and multi-modal feature fusion while the
exploitation of the linguistic part has not been emphasized.

The text expression for the target instance normally con-
tains a sophisticated description of the instance (subject)’s
appearance, action, and relation with others. Capturing all
these attributes in a video presents a significant challenge
for an RVOS model. We have analyzed the failure predic-
tions by a state of the art model, MTTR [3], on the A2D-
Sentences [10] dataset, whose IoUs with GTs are less than
0.5: we randomly sample 400 such cases and observe that
over 70% of them either mis-align with appearance-related
phrases or overly concentrate on the discriminative regions
corresponding to actions or relations. This suggests that the
model’s mask prediction tends to favour more on the in-
stance’s action or relation with others rather than its appear-
ance. This can lead to partial segmentation focusing on the
action-related part of the target instance, or incorrect seg-
mentation if the prediction mistakenly focuses on another
instance that behaves similarly to the target instance. Fig. 1
illustrates an example of this: the video frame contains two
men on the street. Given the text expression, ‘a man in
white t-shirt is walking’, it refers to the man in a white t-
shirt by the right of the frame. However, we run MTTR [3]
on this video and observe that its prediction instead covers
the walking man in a gray suit by the left of the frame. Ap-
parently, MTTR has favoured more on the word ‘walking’
rather than ‘white t-shirt’ in the text expression.

To tackle this problem, our essential idea is to reduce
the excessive impact of action/relation-related expression
on the final mask prediction. We can first generate a subject-
centric short text expression (e.g., ‘a man in white t-shirt’)
by removing the predicate- and object-related textual in-
formation from the original long text expression (e.g., ‘a
man in white t-shirt is walking’). The short text expression
should contain only the subject and the adjective/phrase that
describes the subject. It is a more general expression for the
referred instance compared to the long one. Given the in-
put video, the mask prediction for the short text expression
pays attention to the instance’s appearance; while the mask
prediction for the long text expression pays attention to both
the instance’s appearance and action, though the latter is of-
ten more favored. Ideally, the latter mask prediction should
be included in the former. To take advantage of the relations
between long and short expressions, in the feature level, we
introduce a long-short cross-attention module to strengthen
the feature corresponding to the long text expression via that
from the short one; in the mask level, we introduce a long-
short predictions intersection loss to regulate the model pre-
dictions for the long and short text expressions.

Apart from improving the RVOS model on the linguis-
tic part, we also target to improve the model on the visual
part by exploiting temporal consistency over visual features.

Previous methods [45, 48] in RVOS assume the availability
of optical flows between video frames and utilize them to
generate auxiliary visual features to enhance video features.
Different from them, we introduce a forward-backward vi-
sual consistency loss to directly compute optical flows be-
tween video frames and use them to warp the features of ev-
ery annotated frame’s temporal neighbors to the annotated
frame for consistency optimization.

Overall, our main contribution is we develop a long-
short text joint prediction network (LoSh) to segment the
referred target instance under properly designed guidance
from both long and short text expressions. Two components
are emphasized, the long-short cross-attention module and
long-short predictions intersection loss. Besides, we inject a
forward-backward visual consistency loss into LoSh to ex-
ploit the feature-level temporal consistency between tempo-
rally adjacent visual features.

We evaluate our method on standard RVOS bench-
marks, i.e., A2D-Sentences [10], Refer-YouTube-VOS [31],
JHMDB-Sentences [10] and Refer-DAVIS17 [17] datasets.
We show that LoSh significantly outperforms state of the art
across all metrics.

2. Related work

Referring video object segmentation. Previous RVOS
methods are realized either in a single-stage or two-stage
manner. Single-stage methods [1, 13, 31, 46] directly fuse
the visual and linguistic features extracted from the input
video and text expression; and generate the final mask pre-
diction on top of the fused features with a pixel decoder.
In contrast, two-stage methods[19, 20, 45] first generate a
number of instance candidates in the video based on the vi-
sual features; then select the one that has the highest match-
ing score with the input text expression as the final predic-
tion. In general, two-stage methods perform better than
single-stage ones. However, they also suffer from heavy
workloads compared to single-stage ones.

Recently, owing to the success of query-based trans-
former models in computer vision [5, 41, 49, 52], a simple
and unified framework, MTTR [3], is firstly introduced in
RVOS. It is adapted from the query-based detection work,
DETR [5], where a set of trainable object queries are uti-
lized in the transformer decoder to generate predictions.
Furthermore, ReferFormer [44] retains the transformer ar-
chitecture but utilizes a much smaller set of object queries
conditioned on text expressions. SgMg [27] uses segmen-
tation optimizer to replace the spatial decoder in Refer-
Former [44] and leverages spectrum information to guide
the fusion of visual and textural features. TempCD [35] in-
troduces a global referent token and uses collection and dis-
tribution mechanisms to interact information between the
referent token and object queries. OnlineRefer [43] breaks
up the offline belief in previous query-based RVOS frame-
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Figure 2. The overall pipeline of LoSh built upon the query-based model [3]. Our model takes long and short text expressions as text inputs
and uses them to guide the target instance’s segmentation in the given video. A long-short cross-attention module, a long-short predictions
intersection loss (L;s;) and a forward-backward visual consistency loss (L fy.) are specifically introduced. Note that feed-forward networks

in transformer encoder are omitted for simplicity.

works [3, 44] and proposes an online RVOS framework
using explicit query propagation. There are other works
focusing on temporal modeling based on the query-based
transformer framework, e.g., HTML [12] and SOC [24].

Without loss of generality, we can build our work on
top of the recent query-based transformer frameworks given
their efficiency and superiority. Prevailing methods typi-
cally utilize complete referring expressions and focus on
exploiting the cross-modal feature interactions. Our idea
instead utilizes a subject-centric short text expression from
the original long expression for joint predictions. It shares
some similarities to [21, 45], but having a closer look, they
are fundamentally different. In [45], the idea of predict-
ing the actor- and action-related scores can only work for
the two-stage pipeline in which the instance proposals are
given at the first stage. It can not be adapted to the single-
stage pipeline by directly predicting the masks, as neither
the actor- nor action-related words in text expressions are
sufficient for the segmentation of the referred target in-
stance. In [21], given the input text expression, it extracts
features of individual words and classifies them as entity, re-
lation, etc. The entity and relation features are obtained via
the weighted combination of word features by using word
classification probabilities as weights. However, the word
classification in [21] is not supervised by ground truth word
types but is implicitly supervised by the segmentation loss,
which can not be fully reliable.

Transformer. Transformer [39] has a strong ability to draw
long-term global dependencies and has achieved huge suc-
cess in NLP tasks [4, 6]. After the introduction of vi-
sion transformer [8], transformer-based models have shown
promising results in object detection [5, 52], semantic
segmentation [11, 33], and multi-modal tasks [30, 50].
DETR [5] first introduces the query-based mechanism in

object detection. It utilizes a set of object queries as
box candidates and predicts the final box embeddings in
the transformer decoder. In video instance segmentation,
VisTR [41] employs the idea of DETR and models the task
as a sequence prediction problem to perform natural in-
stance tracking. Later on, MTTR [3], ReferFormer [44],
SgMg [27], etc. extend the DETR [5] and VisTR [41] into
the RVOS task and gain significant improvements.

3. Method
3.1. Problem setting

The input of RVOS framework consists of a video clip
Y = {vt}thl, vy € R>HXW with T frames and a text

expression R = {7‘1}{;1 with L words. The aim of this task
is to generate pixel-wise mask predictions M = {mt}tT:l,
my € RE™W' for the target instance referred by R in sev-
eral frames of V.

3.2. Preliminary

As shown in Fig. 2, we build the proposed LoSh upon state
of the art query-based transformer model, MTTR [3]. With-
out loss of generality, LoSh can also be plugged into many
other RVOS baselines. Below, we briefly review this query-
based transformer framework for RVOS.

Visual encoder. Given the input frames in V), visual fea-
tures are extracted via a spatial-temporal visual encoder,
namely the Video Swin transformer [23], such that F, =
{ ft}tT:l, fi € Rerxhxw corresponding to the ¢-th frame in
V. This visual encoder is pre-trained on Kinetics-400 [15],
which can simultaneously aggregate spatial and temporal
information in a video.

Linguistic encoder. Given the input words in R, lin-
guistic features are extracted using the linguistic encoder,
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RoBERTa [22], such that Z = {zl}lL:l, z1 € R corre-
sponding to the /-th word in R. This linguistic encoder is
pre-trained on several English-language corpora [37, 53].
Mask generation. Having F,, and Z, their channel dimen-
sions are scaled to D (e.g., 256) by a 1 x 1 convolutional
layer and a fully connected layer, respectively. Then, they
are fused in the transformer encoder, which is devised on
top of visual and linguistic encoders, to generate the multi-
modal features, F.

In the transformer decoder, a set of trainable object
queries are utilized to predict entity-related information.
Each object query corresponds to a potential instance. The
same query across multiple frames is trained to represent
the same instance in the video. This design allows the nat-
ural tracking of each instance in the video. Supposing that
the number of object queries is N, we can get IV instance
sequences, where the length of each sequence is 7". On top
of the decoded object queries, several lightweight heads are
utilized to predict the reference scores and segmentation
kernels. The reference score indicates the probability that
the predicted instance is the referred target instance. The
predicted segmentation kernels, inspired by other works in
instance segmentation [36, 40], are used to convolve the
text-related video features, X'. X is generated via a cross-
modal FPN-like spatial decoder which takes the input of F,
and F, as illustrated in Fig. 2. For more details of this gen-
eration process, we refer the readers to [3].

3.3. Long-short text expressions

The long text expression (R') for each video clip is given
in the training set (e.g., ‘a man in a white t-shirt is walk-
ing’), which normally consists of a subject, predicate, ob-
ject, some adjectives and descriptive phrases describing the
subject or the object. We can generate the subject-centric
short text expression (R*) by removing the predicate- and
object-related contents in the long text expression. This
can be either manually done or automatically achieved via
a part-of-speech tagging method provided by [2]. For the
latter, we can let the part-of-speech tagger identify the posi-
tion of the first verb in a text expression and keep the words
before it to create a subject-centric short text expression.

3.4. Long-short mask predictions

R!' and R* are fed into the linguistic encoder simultane-
ously, resulting in text embeddings Z' and Z5. As illus-
trated in Fig. 2, they are respectively concatenated with
the same visual features F, to generate F' and F°. Af-
ter thgv transformer encoder, we obtain multi-modal fea-
tures F' and ./7-:b we interact each object query with them
in the transformer decoder to obtain the soft mask predic-
tions for the referred instance by R' and R*, respectively.

Sharing queries between F' and 75 would facilitate the
model training. The generated soft masks are denoted by

M= {m}‘}thl and M* = {mi}thl, where m signifies
a probability map after the sigmoid operation, each of its
pixel value indicating the probability that this pixel belongs
to the referred instance. Since R! is a sophisticated descrip-
tion of the target instance, we observe M! tends to favour
more on the instance’s action rather than appearance (see
Fig. 1 and Fig. 3). To strengthen the appearance-related in-
formation in F', we introduce a long-short cross-attention
module within the transformer encoder to take advantage of
the subject-centric appearance information encoded in F°.
Long-short cross-attention. The original transformer en-
coder performs a series of self-attention (SA) within F' or
F* separately. In order to facilitate the interaction between
F!and F*, we inject a long-short cross-attention (CA) mod-
ule to replace the even-numbered self-attention module of
the transformer encoder. Specifically, the proposed long-
short cross-attention module treats F° as key and value
while F' as query. In this way, F' can be strengthened by
aggregating appearance-related information in /*, therefore
alleviating the RVOS model’s excessive focus on the action-
related information of the target instance. We design the
cross-attention to be uni-directional between F* and F' be-
cause our ultimate target is to utilize the auxiliary informa-
tion in F* to help accurately segment the instance referred
by R' (F!). Empirically, we also did not observe benefits
by using F' to strengthen F* (see Sec. 4.4). We suggest the
reason is this can conversely down-weight the appearance-
related information in F*, which is the key information we
care about in F°.

Overall, the new transformer encoder now has two path-
ways (see Fig. 2), one for F* containing only SA modules
same to the original version, one for F! alternating between
SA and CA modules.

3.5. Long-short predictions intersection

Given the same input video frames, the short text expres-
sion is the subject-centric part of the long one, making it a
more generic expression of a certain subject than the longer
one. They focus on different levels of details and the mask
prediction for the short text expression should be ideally in-
cluded in that for the long one. To regulate our network pre-
dictions to conform to this observation, we introduce a new
long-short predictions intersection loss, specified below.
Given m} and mj, we first use a threshold (e.g., 0.5)
to filter out those pixels whose values are below it. We
consider they are more likely to be the background pix-
els. Next, we compute the intersection between m! and m;
by pixel-wisely multiplying them (after the background re-
moval) and summing their products to obtain the probability
weighted intersection area between them, i.e., |m} N ms|.
We also calculate the sum of the probabilities of foreground
pixels in m%, ie., mH Theoretically, the mask prediction
by the long text expression should be included in that by
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the short text expression; in other words, mlt N m§| should
be equivalent or at least very close to ’mlt} In practice,

1 s
‘mtﬂmt|

belongs to [0,1]. In network optimization, we
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[ |
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to encourage the agreement between the
t

long-short predictions on the referred instance; in other
words, enforcing a partial alignment between them. The
long-short predictions intersection loss is written as:

T
o ‘mltﬂmﬂ—i—e
Lisi=) (1 " e (1)

t=1

We add a constant € (1.0) to Eqn. 1 in case |m1t| is zero.
L5 is integrated into the matching cost (below) to find the
best-matched object query for the ground truth. For cases
when m! and m; are completely disjoint during training,
meaning at least one of them is mis-predicted, they will not
only be penalized by L;;, the mis-predicted one will also
be penalized by its own segmentation loss (see Eqn. 5).

3.6. Long-short matching cost

According to the mask prediction process in Sec. 3.2, the
query-based RVOS framework generates 7' x N predictions
where T is the number of input frames and N is the num-
ber of object queries. The predictions of each object query
maintain the same relative positions across different frames.
The predictions for the ¢-th object query can be denoted by:

i = {(Pmb) (Bemi) ), ®)

where p!m ;.+) is the probability that the i-th object query
corresponds to the instance referred by R' (R*) in the ¢-th
frame. mi,t (m; ;) is the corresponding mask prediction by
the i-th query in the ¢-th frame given R' (R*).

In contrast, the ground truth is represented by:

T
! l
v = { () e} o

where pl9" (pf9") equals to 1 when the referred instance is

visible in the ¢-th frame, otherwise 0. m!9" (m39%) is the
ground truth mask for R' (R®) in the t-th frame. In most
cases, m.?" and m;?" are the same corresponding to one
specific instance (so as pl9 and pi¥"), though there exist
cases when m;”? * corresponds to multiple instances (see also
Sec. 4.2). We can handle both situations.

Given y9t, the best-matched prediction y* over ) =

{y:} f\’: 1 is found by minimizing a long-short matching cost:
y* = argmin L, (yi7 ygt) )
Yi €Y

Based on the matching cost in query-based RVOS frame-
works [3, 27], we develop the long-short matching cost as:

[M]=

£lsm (yivygt> = |:)\lsi£lsi (mz,ta mz,t)

t

Fcts (Lats (Phaspt?) + Lais (010057 ) ®

+Aseg (ﬁsey (m;“migt) + Lseg (mi,t,mfgt)) }

where L;; is the long-short predictions intersection loss in-
troduced in Eqn. 1. L. signifies the binary classification
loss while L., the segmentation loss. Each segmentation
loss consists of a DICE loss and a mask focal loss according
to MTTR [3]. Asis Aseq, and Mg are hyper-parameters.

1

3.7. Forward-backward visual consistency

Previously, we focus on the linguistic aspect of the RVOS
by employing long-short text expressions to exploit the
spatial correlations between pixels (segments) within each
frame. In this section, we focus on the visual aspect of the
RVOS by employing the optical flow to exploit the tempo-
ral correlations between pixels across frames. Optical flow
represents the motion of pixels between consecutive video
frames, caused by the movement of instances or the camera.
It plays an important role in video segmentation [7, 28, 38]
and action recognition [32, 34]. Particularly, [7] devises
a learnable module to estimate optical flow between two
video frames and utilize it for occlusion modeling and fea-
ture warping. Inspired by it, and since there are nonconsec-
utive annotated frames in each video clip, we employ for-
ward and backward optical flows to warp every annotated
frame’s neighbors to it for visual consistency.

Specifically, we first calculate the optical flows from a
certain annotated frame (e.g., k-th frame) to their adjacent
four frames, which are denoted by O = {ok%kﬂ}f:_?,
Ok—ryt € RIXW  Unlike [7], we use the Farneback
method [9] to directly compute O without learning given
the video frames. The forward optical flows, O =
{Ok_ﬂc_‘_t}?:l, are utilized to warp the visual features of
(k + t)-th frames to the k-th frame; the backward optical
flows, Oy = {okﬁk,t}le are utilized to warp the visual
features of (k — t)-th frames to the k-th frame. We denote
the warped features of k-th frame by F* = {J",@"HH,C }f:_2
(fi2,,, is equivalent to f). The warped features and the
original visual feature of the k-th frame should be simi-
lar, we minimize their distances and write out our forward-
backward visual consistency loss as:

2
Lipe (FU fi) = Y i = fillz (6
t=—2

This loss enhances the representation of semantic- and
motion-related information in the visual features F,,.

3.8. Network training and inference

Network training. After getting the best-matched pre-
diction y*, the final loss function is a combination of the
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matching cost in Eqn. 5 and the forward-backward consis-
tency loss in Eqn. 6 with a hyperparameter A ¢,

L (y*7y0t) = »Clsm (y*ay(ﬁ) + Afbcﬁfbc (va fk) (7N

Network inference. We deactivate the prediction head for
the short text expression but use the long text expression for
inference. Following Sec. 3.2, LoSh generates NV instance
sequences, each containing reference scores and mask pre-
dictions for the predicted instance in T" frames. We average
the reference scores of predicted instance across frames.
The sequence with the highest average reference score is
regarded as the final prediction. The final mask predictions
are obtained from the selected sequence.

4. Experiments
4.1. Datasets and evaluation metrics

We conduct experiments on four popular RVOS bench-
marks: A2D-Sentences [10], Refer-YouTube-VOS [31],
JHMDB-Sentences [10] and Refer-DAVIS17 [17]. A2D-
Sentences contains 3,754 videos, with 3,017 for training,
and 737 for testing. Each video has three annotated frames
with pixel-wise segmentation masks for different target in-
stances. It has 6,655 text expressions and each text ex-
pression corresponds to only one instance in the anno-
tated frames of one video. Refer-YouTube-VOS [31] is
the largest RVOS dataset, containing 3,978 videos with
15,009 text expressions. Each video in this dataset is anno-
tated with pixel-wise instance segmentation masks for ev-
ery fifth frame. We train our model on the training partition
and obtain the results on the validation partition of Refer-
YouTube-VOS. Furthermore, following [27, 44], the mod-
els trained on A2D-Sentences and Refer-YouTube-VOS are
respectively evaluated on JHMDB-Sentences and Refer-
DAVIS17. JHMDB-Sentences and Refer-DAVIS17 are ex-
tensions of JHMDB [14] and DAVIS17 [29] with additional
text expressions. JHMDB-Sentences has 928 videos with
928 corresponding text expressions while Refer-DAVIS17
contains 90 videos with 1,544 expression sentences in total.
Following [3, 10], we adopt Overall IoU, Mean IoU
and mAP to evaluate our model on A2D-Sentences and
JHMDB-Sentences. Overall IoU calculates the ratio of the
intersection and union of all predicted and annotated seg-
ment pixels in the test set. Mean IoU calculates the average
of IOU results for each instance over all frames in the vali-
dation set. mAP computes the average of mAPs calculated
under 10 IoU thresholds between 0.5 and 0.95 over testing
samples. For Refer-YouTube-VOS and Refer-DAVIS17, we
follow [44] to use region similarity (), contour accuracy
(F) and the average of them (J&F). The calculation of J
is the same as IoU between prediction and annotation. F
is the F1-score calculated by the precision and recall of the
contour of the predicted mask for the target instance.

4.2. Implementation details

We build the proposed LoSh upon two state of the art
pipelines, MTTR [3] and SgMg [27] to obtain LoSh-M and
LoSh-S, respectively.

LoSh-M. During training, we follow [3] to feed w = 8
frames around the annotated frame into the model. The in-
put frames are resized such that the height is at least 360 and
the width is at most 576. They are horizontally flipped with
a probability of 0.5. In the transformer part, we utilize 4 en-
coder blocks and 3 decoder blocks with hidden dimension
D = 256. The transformer encoder is modified according
to Sec. 3.4. The number of object queries is set to 50. The
losses weights in Eqn. 7 are setto 2, 5, 5, 0.1, for A¢js, Asegs
Alsi> and Ay, respectively. Note that the focal loss in the
segmentation loss term L4 is with a factor 0.4. We set the
learning rate as 10~ and a batch size of 3. Except for \jy;
and Ay, other parameters are set the same as in [3].
LoSh-S. For LoSh-S, we only emphasize its main differ-
ences from LoSh-M. The number of input frames is 5 and
the width of each frame is at most 640. We feed the
fused multi-modal features into the deformable transformer,
which has 4 deformable encoder and decoder blocks. The
number of object queries is set to 5 and the linguistic fea-
tures of the input text expression are added to each object
query as in [27]. Following [27], we pre-train the model
on RIS datasets [16, 26] and fine-tune it on RVOS datasets.
To be consistent with [27], we add the same detection loss
functions and weighting factors in LoSh-S. We refer the
readers to [27] for more details.

Ground truth masks for short text expressions. In RVOS
datasets, each video clip contains one or multiple target
instances, each corresponding with a (long) text expres-
sion and mask annotation. For our extracted short text ex-
pressions, there exist a few cases (around 10% in RVOS
datasets) when they correspond to multiple instances. In
these cases, we simply merge the mask annotations of all
the referred instances as the ground truth mask for certain
short text expression.

4.3. Comparison with state of the art

A2D-Sentences. We first compare our model with state of
the art methods on A2D-Sentences. As shown in Tab. 1, our
LoSh-M built upon MTTR outperforms the baseline model
by a large margin across all metrics. Specifically, LoSh-M
shows +3.1 mAP, +2.7% Overall IoU and +3.1% Mean IoU
gains compared with MTTR. We also build our LoSh on the
previous best-performing method, SgMg. Following [27],
we first pre-train our LoSh-S on RIS datasets [16, 26] and
then fine-tune on A2D-Sentences. Our LoSh-S with Video-
Swin-T shows clear gains, e.g., +1.5 on mAP, +1.3% on
Overall IoU and +1.2% on Mean IoU, over SgMg with the
same backbone. Given a more powerful backbone (i.e.,
Video-Swin-B), our proposed LoSh-S consistently outper-
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Method Backbone A2D-Sentences Refer-YouTube-VOS Refer-DAVIS17

O-IoU M-IoU mAP | J&F T F | J&F T F

Gavrilyuk et al. [10] 13D 53.6 42.1 19.8 - - - - - -

CMPC-V [21] 13D 65.3 57.3 40.4 475 456 493 - - -
YOFO [18] ResNet-50 - - - 48.6 475 497 | 533 488 578
MLRL [42] ResNet-50 - - - 49.7 484 510 | 527 50.1 554
ReferFormer [44] Video-Swin-B 78.6 70.3 55.0 629 613 646 | 61.1 58.1 64.1

MTTR (w = 8) [3] | Video-Swin-T | 70.2 61.8 44.7 - - - - - -

LoSh-M (w = 8) Video-Swin-T | 72.9 64.9 47.8 - - - - - -
SgMg (w = 5) [27] | Video-Swin-T | 78.0 70.4 56.1 62.0 604 635 | 619 59.0 648
LoSh-S (w = 5) Video-Swin-T | 79.3 71.6 57.6 63.7 62.0 654 | 629 60.1 65.7
SgMg (w = 5) [27] | Video-Swin-B 79.9 72.0 58.5 657 639 674 | 633 60.6 66.0
LoSh-S (w = 5) Video-Swin-B | 81.2 73.1 59.9 672 654 69.0 | 643 61.8 66.8

Table 1. Quantitative comparison with state of the art on A2D-Sentences [10], Refer-YouTube-VOS[31] and Refer-DAVIS17 [17]. O-IoU
and M-IoU represent Overall IoU and Mean IoU. The number of input frames w follows the implementation details of [3, 27].

IoU

Method Overall Mean mAP
Baseline 70.2 61.8 44.7
LoSh-M w/o Sh 71.1 62.6 | 454
LoSh-M w/o L;g; 72.3 63.8 | 46.1
LoSh-M w/o CA 72.5 64.5 | 473
LoSh-M w/ Inv-CA 72.5 643 | 472
LoSh-M w/ Bi-CA 72.8 64.7 | 47.6
LoSh-M w/ MSh 72.9 64.8 | 47.8
Losh-M (Ours) 72.9 649 | 47.8

Table 2. Ablation study for long-short text joint prediction.

forms SgMg and other state of the art on all metrics. We
provide the results of these models evaluated on JHMDB-
Sentences in the supplementary material.
Refer-YouTube-VOS and Refer-DAVIS17. As shown in
Tab. 1, LoSh-S outperforms the baseline SgMg with Video-
Swin-T: +1.7 on J&F, +1.6 on J and +1.9 on F. With
a stronger backbone (i.e., Video-Swin-B), LoSh-S also ex-
ceeds all the methods with a large margin.

To demonstrate the generalizability of LoSh-S, we fol-
low [27, 44] to evaluate the trained LoSh-S from Refer-
YouTube-VOS on Refer-DAVIS17 without fine-tuning. As
shown in Tab. 1, LoSh-S also gains massive improvements
on all metrics compared to its counterpart baseline.

4.4. Ablation studies

In this section, we conduct ablation studies on A2D-
Sentences dataset using our model, LoSh-M.

4.4.1 Long-short text joint prediction

We first study the performance of LoSh-M using only
the long text expression without the short text expression
(LoSh-M w/o Sh), which is equivalent to our baseline
MTTR plus the forward-backward visual consistency. The
result is reported in Tab. 2: compared to LoSh-M, LoSh-M
w/o Sh has a clear drop on the mAP and IoU, e.g., 2.4 on

mAP, 1.8% on Overall IoU and 2.3% on Mean IoU. This
indicates the significant benefit of adding short text expres-
sion into RVOS.

Long-short cross-attention. Next, we present the result
of LoSh without long-short cross-attention modules, i.e.
LoSh-M w/o CA in Tab. 2. We observe a 0.5 decrease on
mAP and 0.4% decreases on both Overall IoU and Mean
IoU. Recalling that the proposed long-short cross-attention
is a unidirectional attention mechanism from F* to F,
we also offer variants of inverse and bidirectional cross-
attentions, denoted by LoSh-M w/ Inv-CA and LoSh-M w/
Bi-CA. The former uses F' to strengthen 7* while the lat-
ter is a combination of both the proposed CA and its in-
verse version. According to Tab. 2, both variants obtain
inferior results than LoSh-M with the proposed CA (Ours).
The result of LoSh-M w/ Inv-CA is even worse than that of
LoSh-M without any CA (i.e., LoSh-M w/o CA). These re-
sults prove the effectiveness of our proposed unidirectional
cross-attention module (see discussion in Sec. 3.4).
Long-short predictions intersection loss. Next, we study
the proposed long-short predictions intersection loss L;;
by presenting a variant of LoSh-M without using L;;, i.e.,
LoSh-M w/o L;s;. The long and short text expressions are
still used and long-short cross-attention still aggregates use-
ful information from J* to F'. Tab. 2 shows the result. We
observe a 1.7 decrease on mAP from LoSh-M to LoSh-M
w/o L;s;. Without using L;,;, the model can not regulate the
predicted masks from the long and short text expressions.
Short text expressions generation. As mentioned in
Sec. 3.3, the short text expressions can be manually or auto-
matically extracted from long text expressions. For the lat-
ter, we feed the long text expressions into a part-of-speech
tagger provided by the NLTK library [2]: we can extract
the words before the first verb (including ‘is’) predicted by
the tagger as short text expressions. We denote this variant
of using machine-generated short text expression as LoSh-
M w/ MSh and report its result in Tab. 2. It produces al-
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ToU
Method Overall Mean mAP

LoSh-M w/o L ¢y 72.5 644 | 473
LoSh-M w/ L b 72.6 64.7 | 47.5
LoSh-M w/ L, fpe 72.8 64.9 | 47.7

LoSh-M (Ours) 72.9 64.9 | 47.8

Table 3. Ablation study for forward-backward visual consistency.

Method | FLOPS  Tiuin  Tinfer

MTTR | 2389G 141ms 79ms
LoSh-M | 253.2G 153ms 80ms

Table 4. Computation cost, training and inference time for a sam-
ple. The resolution of the input frames is 320 x 576.

most the same mAP and relatively closed IoU as the origi-
nal LoSh-M. Statistically, we verify that 98.7% of machine-
generated short expressions are identical to our manually
extracted ones. It demonstrates the flexibility of our LoSh
and its potential to transfer to larger datasets.

4.4.2 Forward-backward visual consistency

We first present the result of LoSh without using the
forward-backward visual consistency loss, i.e., LoSh-M
w/o Ly in Tab. 3. We observe a 0.5 decrease on mAP
and 0.4% as well as 0.5% decreases on Overall IoU and
Mean IoU, compared to LoSh-M. Merely integrating L ¢p.
to baseline MTTR (LoSh-M w/o Sh in Tab. 2) also leads to
clear improvement, illustrating the effectiveness of L fp..
Directed consistency. In Sec. 3.7, we warp the features
from multiple adjacent frames to the annotated frame. On
the contrary, we can also warp the feature of the annotated
frame to its temporal neighbors and compute the consis-
tency loss. We denote this variant of using opposite direc-
tions as L,fy. and show the result in Tab. 3. The result
can also be improved this way yet it is slightly inferior to
L rpe, as we care more about the annotated frame. Besides,
we also try to combine L, ¢, and L ¢y in the consistency,
and denote this result of using mutual warping as Ly, fpc,
the performance is basically the same to using the original
L rpe, suggesting the mutual warping is unnecessary.

4.5. Analysis of computation cost

In Tab. 4, we provide the computation cost (i.e., FLOPs)
and training time of LoSh. Although LoSh introduces an
additional branch to generate a mask for the short text ex-
pression, it actually incurs only a little additional computa-
tion cost (5% of that of the baseline) and training time (8%
of that of the baseline). The reasons are that 1) short text
expressions are on average one-third of the length of long
ones; 2) around 90% of computation budgets are consumed
by the visual encoder which is also only performed once in
LoSh. Last, we also measure the time cost of optical flow
calculation which is only performed during training. The
calculation of optical flow consumes CPU time (74ms). It

(a)

(a) baby in white walking next to a woman

(b) black dog is eating a meat

()

(c) man crawling in the middle
Figure 3. Qualitative comparison between LoSh-M and MTTR on
A2D-Sentences. LoSh-M generates reasonable predictions while
MTTR predicts incorrect or partial ones compared to ground truth.

can happen in parallel when the GPU is processing the pre-
vious sample (153ms) or even offline, hence not reducing
the overall training efficiency. Finally, the inference time
is also provided, our LoSh-M basically consumes the same
time to its baseline.

4.6. Qualitative results

We also provide qualitative comparison between LoSh-M
and baseline MTTR. Fig. 3 displays the cases where LoSh-
M generates reasonable predictions while MTTR predicts
incorrect or partial ones. This improvement is attributed to
our model’s enhanced attention on the appearance informa-
tion. It can mitigate excessive impact of actions (e.g., ‘eat-
ing’) or relations (e.g., ‘in the middle’). We provide more
qualitative results in the supplementary material.

5. Conclusion

In this work, we propose LoSh, the long-short text joint pre-
diction network for referring video object segmentation. We
generate short text expressions from original long text ex-
pressions in RVOS and propose a long-short cross-attention
module and a long-short predictions intersection loss to
regulate the segmentation on the referred instance. Be-
sides, a forward-backward visual consistency loss is also
injected into LoSh to warp between the features of adja-
cent frames for visual consistency. Our proposed method
can be easily plugged into many RVOS frameworks and
brings no significant extra time during inference. Specif-
ically, we build our method on top of two state of the art
RVOS pipelines [3, 27], and achieve significant improve-
ments over the previous best-performing methods.
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