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Abstract

Test Time Adaptation (TTA) aims to improve model gen-

eralizability when test data diverges from training distri-

bution, with the distinct advantage of not requiring access

to training data and processes, especially valuable in the

context of pre-trained models. However, current TTA meth-

ods fail to address the fundamental issue: covariate shift,

i.e., the decreased generalizability can be attributed to the

model’s reliance on the marginal distribution of the train-

ing data, which may impair model calibration and intro-

duce confirmation bias. To address this, we propose a

novel energy-based perspective, enhancing the model’s per-

ception of target data distributions without requiring ac-

cess to training data or processes. Building on this per-

spective, we introduce Test-time Energy Adaptation (TEA),

which transforms the trained classifier into an energy-based

model and aligns the model’s distribution with the test

data’s, enhancing its ability to perceive test distributions

and thus improving overall generalizability. Extensive ex-

periments across multiple tasks, benchmarks and archi-

tectures demonstrate TEA’s superior generalization perfor-

mance against state-of-the-art methods. Further in-depth

analyses reveal that TEA can equip the model with a com-

prehensive perception of test distribution, ultimately paving

the way toward improved generalization and calibration
1
.

1. Introduction
Deep neural networks, despite their remarkable perfor-
mance under the assumption of independent and identically
distributed (i.i.d.) training and test data [26, 33, 59], signif-
icantly degrade in real-world scenarios where unseen test
data diverges from the training distribution. This limitation,
known as distribution shift or domain shift, emphasizes the
pressing need for generalizability across shifted test distri-
butions [49, 57, 61, 67]. To tackle this issue, recent studies
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Figure 1. Performance vs. energy on model trained with original
distribution, tested across various shifted distributions. Upper: er-
ror rate change within energy score groups. Lower: loss variation
with energy scores, each point denoting a distribution. Marker
styles and opacity reflect distribution types and divergence.

of Test Time Adaptation (TTA) [37, 60, 70] began consider-
ing the incorporation of unlabeled test data and leveraging
it to fine-tune the source model in an unsupervised man-
ner. This paradigm has garnered significant attention due
to its ability to operate without access to training data or
involvement with the training process. In the era of large
open-source models [9, 58, 63], where models are publicly
available but the training data and training process remain
inaccessible due to privacy and resource restrictions [6, 23],
TTA emerges as especially beneficial and practical.

Existing TTA methods can be broadly categorized into
three classes [37]. Normalization-based methods [41, 52]
adjust the BatchNorm statistics of the model with test data
statistics. Entropy-based methods [45, 46, 60] fine-tune
the model by minimizing the prediction entropy. Pseudo-
labeling-based methods [34, 36] utilize test-time generated
labels for updates. While these methods have been empiri-
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cally effective, these methods all fail to address a fundamen-
tal issue: covariate shift. Specifically, the decrease in gen-
eralization ability on test data with distribution shift can be
attributed to the model’s reliance on the marginal distribu-
tion of the training data. However, previous TTA methods
do not address this shift due to their lack of connection with
marginal distributions, impairing model calibration [14, 24]
and introducing confirmation bias [1].

To combat the above challenges, we propose a novel way
rooted in an energy-based perspective. Within this way, en-
ergy is defined as an unnormalized probability assigned to a
sample, where a lower score corresponds to a higher likeli-
hood of that sample within a distribution [32, 54]. Propos-
ing such a way to improve test time adaptation is twofold.

Firstly, test samples that correspond to lower energy
within the model’s distribution tend to exhibit higher per-
formance. This is demonstrated by examining the energy
scores of various test datasets in relation to a model trained
on a specific training distribution. As depicted in Fig. 1,
an increase in the divergence between the test and train-
ing distributions is accompanied by a drastic escalation in
energy scores, leading to a significant degradation in per-
formance. Secondly, the energy-based way can address
covariate shift under TTA via directly injecting the model
with a comprehensive perception of test distribution. Ad-
dressing covariate shift in TTA is particularly challenging,
as it is neither feasible to access the training dataset to align
the marginal distribution between training and testing [53],
nor possible to modify the training process to mitigate the
influence of marginal training distribution [48]. Under
such circumstances, the energy-based way can directly ma-
nipulate the trained model’s likelihood landscape [39] via
an implicit distribution modeling process without requir-
ing training process and training data, becoming a promis-
ing way. This stands in contrast to other models such as
GANs [12, 19], Flows [50], and VAEs [28] which are ad-
vantageous only when the training data are accessible.

Building on the above energy-based way, we propose
Test-time Energy Adaptation, abbreviated as TEA, which
constructs an energy-based model from the trained (classi-
fier) model by reinterpreting the negative log-sum-exp of
logits as an energy function, and employs Contrastive Di-
vergence [18] as the adaptation objective to decrease the
energy of test samples while increase that of samples gener-
ated by Stochastic Gradient Langevin Dynamics [62]. This
approach prevents a trivial solution that indiscriminately re-
duces the energy across the entire data space to ensure an in-
creased likelihood for target test samples within the model’s
distribution. TEA enables a gradual alignment between the
distributions of the trained model and the test data, bolster-
ing the trained model’s perception of the test distribution
and paving the way for superior adaptability and perfor-
mance when confronted with the corresponding test data.

We investigate the effectiveness of TEA under im-
age corruption and domain generalization on four pop-
ular benchmarks CIFAR-10, CIFAR-100, TinyImageNet
and PACS, across three architectures WRN-28-10, ResNet-
50 and ResNet-18. Experimental results underscore that
TEA significantly outperforms current best-performing
TTA methods in terms of generalizability, with an average
increment of 4.7%. We further reveal that TEA can equip
the model with a comprehensive perception of the test dis-
tribution. This, in turn, significantly improves the general-
ization and calibration of the trained model.

Our main contributions include:
• Promising Way: We propose a new energy-based way

for test time adaptation, which marks a departure from
traditional methods and sheds light on potential avenues
for mitigating the impact of distribution shifts.

• Innovative Method: We propose TEA to decrease the
energy of the test data within the model’s distribution,
thereby equipping the trained model with a perception of
the test distribution and enhancing generalizability.

• Extensive Experiments: Experiments across extensive
settings validate TEA’s superiority over current leading
methods. Further in-depth analyses extend the under-
standing of how energy reduction enhances the model’s
perception of test distribution, ultimately paving the way
toward improved generalization and calibration.

2. Related Work

Test Time Adaptation Test Time Adaptation (TTA) [37]
is a paradigm aiming to enhance a model’s generalizability
on specific test data through unsupervised fine-tuning with
these data. Note that the model is originally trained on a
distinct training dataset, which is not available during the
adaptation phase. Approaches like TTT [55] adapt mod-
els through self-supervised proxy task during testing but
require the training of the same proxy task during train-
ing procedure. DDA [11, 65] explores adapting the test
data, yet faces limitations due to model structure and train-
ing constraints. Recent research [60] highlights a scenario
where the training process and training data is entirely ag-
nostic, leading to three main categories of approaches: For
normalization-based, BN [52] adapts the BatchNorm [22]
statistics with test data. DUA [41] uses a tiny fraction of test
data and its augmentation for BatchNorm statistics adapta-
tion. For entropy-based, TENT [60] fine-tunes BatchNorm
layers using entropy minimization during the test phase.
EATA [45] employs a Fisher regularizer to limit excessive
model parameter changes. SAR [46] removes high-gradient
samples and promotes flat minimum weights. For pseudo-
labeling-based, PL [34] fine-tunes parameters using con-
fident pseudo labels. SHOT [36] combines entropy mini-
mization methods with pseudo labeling.
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Figure 2. Overview of Test-time Energy Adaptation (TEA). Given a trained model (classifier) and in-coming test data, TEA directly
integrates test data distribution into the trained classifier by fine-tuning its normalization layers through energy-based training: TEA
constructs an Energy-Based Model from the classifier by reinterpreting the negative log-sum-exp of logits as an energy function, and
employs Contrastive Divergence as the adaptation objective which decrease the energy of test samples while increase the energy of negative
samples generated by Langevin Dynamics. This adaptation increases the likelihood of test samples under the classifier’s distribution,
enabling a gradual alignment between the distributions of the trained classifier and the test data, thereby enhancing generalizability.

Energy Based Model Energy-Based Models (EBMs) are
a type of non-normalized probabilistic models. Unlike most
other probabilistic models, EBMs do not necessitate the
normalizing constant to be tractable [32, 54] and do not re-
quire an explicit neural network for sample generation, im-
plying the generation process is implicit [7]. These lead to
increased flexibility in parameterization and allow for mod-
eling a wider range of probability distributions. Due to their
flexibility, EBMs can construct hybrid models with both
discriminative and generative capabilities, integrating the
generative competencies into discriminative models with-
out sacrificing their discriminative capabilities [7, 13, 15].
Among these, JEM [13] is particularly representative, rein-
terpreting classifiers as an EBM and achieving impressive
results in both classification and generation.

3. Method
In this section, we detail our method, Test-time Energy
Adaptation (TEA). Initially, we present a thorough descrip-
tion of the notation and overall architecture in Sec. 3.1, af-
ter which we proceed to explain energy adaption (Sec. 3.2)
and modulation parameters (Sec. 3.3), respectively. Fur-
thermore, we engage in a discussion about the difference be-
tween our method and entropy-based adaptation in Sec. 3.4.

3.1. Notation and Overall Architecture

The labeled training dataset is denoted as {(xtrain, ytrain)} ⇢
X ⇥Y and the unlabeled test data are represented by xtest 2
X , where X and Y are data and label spaces. The respective
marginal distributions of the training and test data are given

by xtrain ⇠ ptrain(x) and xtest ⇠ ptest(x). A classifier
model trained on the training dataset and parameterized by
✓, is denoted as f✓ : X ! Y . The data distribution learned
by this trained classifier is denoted by p✓(x), which will be
referred to as the model distribution henceforth.

The overall framework of TEA is depicted in Fig. 2. The
motivation behind TEA is rooted in the issue of covariate
shifts [25], where the degradation of model generalization
on test data xtest is attributed to the model’s reliance on
the training distribution ptrain(x). To overcome this issue
without accessing the training data or training process, TEA
directly integrates the test data distribution into the trained
model. TEA constructs an energy-based model from the
trained classifier by reinterpreting the negative log-sum-exp
of logits as an energy function. Through this lens, TEA
employs contrastive divergence [18] as the adaptation ob-
jective, which serves to decrease the energy (increase the
likelihood) of the test samples under the model distribution
p✓(x). This adaptation enables the gradual alignment of
distribution between the trained model and test data, thereby
bolstering the model’s perception of the test distribution and
enhancing generalizability. Following previous TTA meth-
ods, TEA freezes the majority of the model’s parameters,
permitting only minor adjustments for efficient adaptation.

3.2. Energy Adaptation for Test Distribution
Enhancing the model’s perception of test distribution from
an energy-based perspective involves two key steps: con-
structing the energy-based model and optimizing it.

Constructing the energy-based model. Energy-based
models (EBMs) [13, 32, 54] represent a class of proba-
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bilistic models that are characterized by an energy function.
Consider a sample x 2 RD, the energy function E : RD !
R maps each sample into an energy that can be considered
as an unnormalized probability, with lower scores indicat-
ing higher likelihoods [7]. Consequently, the probability
density p(x), as defined by EBM, can be expressed using
the Boltzmann distribution [38], as shown in Eq. (1), where
the partition function Z =

R
exp(�E(x)) dx serves to nor-

malize the probability density.
p(x) = exp(�E(x))/Z. (1)

Constructing an energy-based model from a trained clas-
sifier f✓ is founded on the fundamental analysis that an
energy-based framework inherently underlies any discrim-
inative model [13]. In this framework, the energy of
one sample for a corresponding class can be represented
as its logit produced by the trained classifier, denoted by
E✓(x, y) = �f✓(x)[y]. Therefore, the joint probability dis-
tribution of x and y can be defined as,

p✓(x, y) = exp(f✓(x)[y])/Z✓, (2)
then the distribution of x can be obtained by marginalizing
over y, as shown below,

p✓(x) =
X

y

p✓(x, y) =
X

y

exp(f✓(x)[y])/Z✓. (3)

By substituting Eq. (3) into Eq. (1), we can obtain the form
of the energy function as follows:

E✓(x) = � log
X

y

exp (f✓(x)[y]) . (4)

Following the aforementioned steps, we repurpose and
reinterpret the logits produced by the trained classifier to es-
tablish an energy-based model and define the energy func-
tion as the negative log-sum-exp of the logits.

After the logits reinterpretation, we can construct a
energy-based model for the test data xtest using the trained
classifier, where Z✓ =

R P
y exp (f✓(x)[y]) dx.

p✓(xtest)=
exp (�E✓(xtest))

Z✓
=

P
yexp (f✓(xtest)[y])

Z✓
. (5)

Optimizing the energy-based model. Optimiz-
ing Eq. (5) is challenging as the partition function Z✓ ne-
cessitates integration across the whole input space of x,
typically making it computationally intractable. Thus, di-
rect maximizing the log-likelihood of test data log p✓(xtest)
presents significant difficulties when training the parameter
✓ of our energy-based model. To overcome this difficulty,
we propose to use contrastive divergence [3, 18] via esti-
mating the gradient of the log-likelihood,

@ log p✓(xtest)

@✓
= Ex̃⇠p✓


@E✓(x̃)

@✓

�
� @E✓(xtest)

@✓
. (6)

In Eq. (6), the notation x̃ ⇠ p✓ denotes a random sam-
ple drawn from the distribution over x, which is defined
by the model’s distribution. The sampling procedure can be

Algorithm 1: Test-time Energy Adaptation
Input: f✓, N , T , p0, ↵, �, xtest

Output: f✓(xtest)
1 E✓(·) � log

P
y exp (f✓(·)[y])

2 for i 0, 1, . . . , N � 1 do
3 x̃0  sample(p0)
4 for t 0, 1, . . . , T � 1 do
5 ✏ sample(N (0, I))

6 x̃t+1  x̃t � ↵
2

@E✓(x̃t)
@x̃t

+ ↵✏

7 end
8 x̃ x̃T�1

9 ✓  ✓ � �r✓ [E✓(xtest)� E✓(x̃)]
10 end
11 return f✓(xtest)

performed through Stochastic Gradient Langevin Dynamics
(SGLD) [62], which iteratively generates samples by using
the gradient information [13, 44]. In this context, p0 rep-
resents an initial noise distribution, ↵ denotes the step-size,
and t = 0, 1, . . . , T�1 is the time step. After T steps of up-
dating, a fictitious sample, generated by the energy-based
model governed by the classifier, can be obtained.

x̃t+1 = xt �
↵

2

@E✓(x̃t)

@x̃t
+
p

↵✏, ✏ ⇠ N (0, I), (7)

this sampling process in Eq. (7) essentially optimizes the
sample by moving in the direction of energy reduction.
Consequently, the objective of Eqs. (6) and (7) can be fun-
damentally understood as a min-max game (Eq. (8)), which
minimizes the energy derived from the incoming test sam-
ples while concurrently amplifying the energy of fictitious
samples obtained via SGLD from the classifier’s distribu-
tion. Significantly, the latter plays a pivotal role in pre-
venting a collapse towards a trivial solution where energy
is indiscriminately minimized throughout the entire space,
rather than focusing on the target test data.

max
✓

h
min
x̃

E✓(x̃)� E✓(xtest)
i
. (8)

By adapting through this objective, the classifier’s distri-
bution continually converges towards the test distribution.
The convergence point of the min-max game is reached
when the energy of samples drawn from the classifier’s dis-
tribution matches the energy of the test samples. At this
stage, the classifier reaches a low-energy steady state with
respect to the test data. The likelihood landscape of the clas-
sifier then exhibits a higher probability for samples that are
consistent with the test data distribution, and conversely, a
lower probability for samples that deviate from it, leading
to a comprehensive perception of the classifier towards this
test distribution and ultimately enhancing its generalizabil-
ity. The pseudocode for TEA can be found in Algorithm 1.

23904



3.3. Modulation Parameters
As outlined in Eq. (8), TEA requires updating the parame-
ters of the trained model using the aforementioned energy
adaptation to adjust to test data. In line with previous meth-
ods, we opt to update the parameters of the normalization
layer due to the following two factors: (1) Practicality and
Efficiency: In the era of large-scale models, the practice
of fine-tuning a selected group of parameters has gained
prominence [20]. For both practicality and efficiency, it’s
crucial to avoid updating all parameters as this process
would be excessively time-consuming. Note that the param-
eters of the normalization layer account for a modest 1% of
total model parameters [60], making their update become
more manageable. (2) Direct impact on data distribution:
The parameters within normalization layers possess the po-
tential to capture intrinsic features of data, thereby exerting
direct influence upon the corresponding data distribution.
As evidenced by [21], simple modulation to the mean and
variance in a generator’s normalization layers can modify
image style, underlining the normalization parameters’ pro-
found impact on data distribution. This aligns well with our
goal of manipulating the energy of test data to make it com-
patible with the model distribution.

3.4. Discussion
As entropy-based adaptation has been the representative
adaptation method, we further discuss the difference be-
tween TEA and entropy-based adaptation. Intriguingly,
TEA may have a connection with entropy-based adapta-
tion, given that the negative entropy NegEntropy(x) =P

i xi log xi is the convex conjugate of the free energy
LogSumExp(x) = log

P
i exp(xi), as established in the

literature [2, 43]. Despite this connection, entropy-based
methods, which apply softmax normalization in the label
space y and strive to minimize entropy, can result in dimin-
ished uncertainty within classification probabilities, leading
to compromised model calibration. In contrast, TEA, utiliz-
ing the log-sum-exp function within the data space x can not
only effectively avoid the pitfalls associated with entropy-
based methods, but also improve calibration by introduces
uncertainty to each class. This conjecture has been substan-
tiated through experiments (refer to Sec. 4.3.3).

4. Experiment
In the following sections, we compare TEA with state-of-
the-art methods across various tasks, benchmarks and ar-
chitectures. Then, we delve into deeper understanding of
our method by exploring its desirable properties and identi-
fying significant components that contribute to its improve-
ments. Due to the space limitations, more comprehensive
experiments including full results on corruptions and other
analyses, are provided in Appendix Sec. 7.

4.1. Experimental Setup
Datasets and Metrics We focus on two tasks to verify
the performance of TEA: generalization on image corrup-
tion and domain generalization. Image corruption includes
clean and corrupted datasets from CIFAR-10(C), CIFAR-
100(C) and TinyImageNet-200(C) [17, 29, 31], incorporat-
ing 15 types of corruption at 5 severity levels. Domain gen-
eralization considers PACS [35], encompassing 4 domains
(Photo, Art Painting, Cartoon, Sketch) across 7 categories.
We follow [68] to use Accuracy and mean Corruption Error
(mCE) [17] as evaluation metrics. The evaluations are con-
ducted at both the most severe level and the average of all
severity levels to ensure thorough analysis.

Backbones and Baselines We use two architectures for
image corruption: WideResNet-28-10 [69] with Batch-
Norm [22], and ResNet-50 [16] with GroupNorm [64],
consistent with the implementations of TENT [60] and
SAR [46]. We use ResNet-18 [16] for domain generaliza-
tion. We evaluate our method against eight leading TTA
methods across three categories: (1) Normalization-based
methods: BN [52] and DUA [41]. (2) Entropy-based meth-
ods: TENT [60], ETA, EATA [45], and SAR [46]; (3)
Pseudo-labeling-based methods: PL [34] and SHOT [36].
Source denotes the original model without any adaptation.

Implementation We implement methods based on Py-
Torch [47]. Consistency in model weight is ensured
by the RobustBench protocol [5], which provides pre-
trained weights for the WideResNet-28-10 (BatchNorm) on
CIFAR-10. In the case where RobustBench weights are un-
available, we train models in accordance with the guide-
lines specified in [69]. All adaptation employ Adam [27],
except for SAR, which originally uses SAM [10] with
SGD [51]. Baselines are replicated using their origi-
nal hyper-parameters, except when these were unspecified.
More details and setups are deferred to Appendix Sec. 8.

4.2. Adaptation Results
This section compares the generalizability of TEA with
baselines in image corruption and domain generalization.

Image Corruption As reported in Tab. 1, we conducted
experiments on three benchmarks against eight baselines for
corruption scenarios. TEA markedly surpasses all baselines
on the vast majority of datasets and severity levels. Specifi-
cally, TEA outshines the best-performing baseline by an av-
erage of 4.7% at the most severe level. The only exception
is on TinyImageNet across all levels, where TEA ranks sec-
ond, merely trailing by a minimal margin 0.1%. We further
incorporate the ResNet50 with GroupNorm for a broader
validation. Tab. 2 indicates that TEA still delivers the best
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Table 1. Comparisons of TEA and baselines for image corruption on CIFAR-10(C), CIFAR-100(C), and TinyImageNet(C) using WRN-
28-10 with BatchNorm. Accuracy and mCE are evaluated at the most severe level and across all levels with asterisk (*) indicating the
results are taken from the original paper [56]. The best adaptation results are highlighted in boldface.

WRN-28-10
BatchNorm

CIFAR-10(C) CIFAR-100(C) Tiny-ImageNet(C)

Clean Corr Severity 5 Corr Severity 1-5 Clean Corr Severity 5 Corr Severity 1-5 Clean Corr Severity 5 Corr Severity 1-5

Acc (") Acc (") mCE (#) Acc (") mCE (#) Acc (") Acc (") mCE (#) Acc (") mCE (#) Acc (") Acc (") mCE (#) Acc (") mCE (#)
Source 94.77 56.47 100.00 73.45 100.00 81.79 35.39 100.00 52.12 100.00 63.19 21.21 100.00 34.13 100.00

Norm BN [52] 93.97 79.56 52.65 85.63 60.00 80.83 60.06 63.54 68.11 69.42 45.04 27.74 93.42 34.27 100.96
DUA* [41] - 80.10 50.78 - - - - - - - - - - - -

Pseudo PL [34] 93.75 51.42 106.98 72.62 99.37 80.52 53.40 72.12 64.53 75.29 47.84 28.26 91.22 39.83 91.67
SHOT [36] 93.25 74.77 63.19 82.35 72.61 80.52 56.53 68.01 66.00 73.28 47.95 29.14 90.16 40.01 91.41

Entropy

TENT [60] 93.66 81.41 48.13 86.75 56.17 80.14 63.09 59.42 69.47 67.80 39.54 26.31 95.52 32.03 104.49
ETA [45] 93.96 79.58 52.64 85.63 59.99 80.65 59.82 64.52 67.17 72.40 43.20 27.28 94.12 33.46 102.25
EATA [45] 93.96 79.59 52.62 85.64 59.98 80.68 60.24 63.75 67.48 71.66 43.42 27.28 94.09 33.47 102.24
SAR [46] 93.97 79.77 51.94 85.83 58.97 80.84 62.95 59.37 70.01 65.99 41.58 28.21 92.82 34.60 100.47

Energy TEA 94.09 83.34 43.69 87.88 52.00 80.88 65.10 56.07 71.22 63.72 51.65 31.67 87.99 39.96 92.12

Table 2. Comparisons for image corruption on CIFAR-10(C),
CIFAR-100(C), and TinyImageNet(C) using ResNet-50 with
GroupNorm across all severity levels. Best results are in boldface.

ResNet50
GroupNorm

CIFAR-10(C) CIFAR-100(C) Tiny-ImageNet(C)

Acc (") mCE (#) Acc (") mCE (#) Acc (") mCE (#)
Source 78.71 100.00 54.98 100.00 26.64 100.00

Pseudo PL 79.43 94.76 56.68 96.02 26.60 99.92
SHOT 81.98 86.65 58.31 93.45 29.11 96.73

Entropy

TENT 77.29 102.88 56.34 96.88 26.65 99.94
ETA 78.68 100.09 56.72 96.37 29.25 96.42
EATA 78.70 100.02 56.76 96.28 29.25 96.42
SAR 78.78 99.65 55.28 99.33 27.05 99.41

Energy TEA 83.05 79.09 59.67 89.32 30.41 94.81

performance in both average accuracy and mCE. These re-
sults underscore the efficacy of TEA in handling image cor-
ruption scenarios, ensuring its universality for model archi-
tecture or normalization techniques.

Domain Generalization Tab. 3 provides a comparison
between TEA and state-of-the-art TTA methods on the
PACS dataset. It is evident that when trained on the photo
and art domains, TEA exhibits substantial improvements
over the best-performing baseline, achieving increases of
7.1% and 8.5%, respectively. Compared to photo and art,
cartoon and sketch domains may exhibit greater domain
discrepancies, posing significant challenges to model gen-
eralization. Despite these challenging conditions, in the
adaptation from cartoon to art and the sketch domain, TEA
achieved improvements when all baselines experienced sig-
nificant declines. TENT shows decline of 14.73% com-
pared to the source in sketch, whereas TEA bucks the trend
and enhances performance by 4.5%, highlighting its stabil-
ity in the face of severe domain shifts.

The results from both tasks highlight TEA’s superior
generalizability. These effectiveness may originate from the
reduced energy, the enhanced distribution perception, and
the improved calibration. In next section, we will delve into

Table 3. Single source domain generalization comparisons on
PACS datasets using ResNet-18 with BatchNorm in terms of Ac-
curacy. The best adaptation results are highlighted in boldface.

Source
Domain Method

Target Domain
Avg

Photo Art Cartoon Sketch

Photo

Source - 26.76 22.40 16.62 21.93
BN - 26.66 27.94 15.96 23.52

TENT - 26.95 29.86 17.54 24.78
EATA - 26.66 28.11 15.98 23.59
SAR - 26.71 28.41 15.98 23.70

SHOT - 26.61 29.86 20.92 25.80
TEA - 28.81 33.62 20.49 27.64

Art

Source 49.04 - 36.43 24.48 36.65
BN 46.65 - 28.28 22.73 32.55

TENT 50.78 - 30.12 24.61 35.17
EATA 46.83 - 29.31 23.42 33.19
SAR 47.90 - 33.02 26.27 35.73

SHOT 50.24 - 34.30 29.37 37.97
TEA 56.29 - 38.57 28.71 41.19

Cartoon

Source 42.69 29.79 - 29.47 33.98
BN 28.68 25.15 - 20.87 24.90

TENT 30.96 23.34 - 22.65 25.65
EATA 28.80 25.10 - 25.04 26.31
SAR 29.70 25.78 - 21.51 25.66

SHOT 37.72 22.66 - 23.14 27.84
TEA 36.05 31.44 - 22.88 30.12

Sketch

Source 19.94 18.70 32.21 - 23.62
BN 13.47 17.14 29.86 - 20.16

TENT 13.53 17.38 29.52 - 20.14
EATA 13.17 17.33 30.08 - 20.19
SAR 13.29 18.80 29.95 - 20.68

SHOT 19.76 18.75 30.46 - 22.99
TEA 19.64 21.24 33.19 - 24.69

these aspects for further analysis and discussion.

4.3. Analysis and Discussion

In this section, we delve into the mechanisms driving TEA’s
effectiveness and explore its desirable properties. Specif-
ically, we studied three key aspects of TEA: (1) The cor-
relation between energy reduction and generalizability en-
hancement; (2) The distribution perception and generation
capabilities; (3) The confidence calibration improvements.
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Figure 3. This illustration captures the energy reduction and generalizability enhancement achieved by TEA across CIFAR-10-C, CIFAR-
100-C, and TinyImageNet-200-C, displayed from left to right. The upper set of graphs trace the evolution of energy score, corresponding
loss and accuracy in response to incrementally increasing TEA adaptation steps. The lower set uncovers the extent of energy reduction and
the consequent performance improvement before and after executing TEA adaptation, under different levels of distribution shift.

4.3.1 Relation between TEA’s Energy Reduction and
Generalizability Enhancement

This experiment validate TEA’s energy reduction capability,
and its impact on generalizability, spanning two scenarios:
(1) In the first scenario, we focus on the trends of energy
scores, loss, and accuracy on the same test data over in-
creasing adaptation steps. (2) In the second scenario, we
explore how the extent of energy reduction correlates with
performance improvements, before and after adaptation, us-
ing varied test data that exhibit different distribution shifts.

The results from both scenarios are depicted in Fig. 3. It
is observable that (i) As the iteration step of TEA increases,
there is a consistent reduction in energy and corresponding
decrease in loss, coupled with an ongoing enhancement in
accuracy. (ii) As the distribution shift increases, TEA’s en-
ergy reduction becomes more pronounced. Concurrently,
the enhancement in performance over the baseline also in-
creases. (iii) As the distribution shift increases, there is
a sharp degradation observed in the baseline performance.
However, the model adapted via TEA maintains its stability
and robustness, demonstrating resilience against strong dis-
tribution shifts. In summary, these aforementioned trends
are consistently observed across three datasets, demonstrat-
ing TEA’s significant effectiveness in reducing energy. No-
tably, a greater reduction in energy correlates with an in-
creased improvement in the model’s generalizability

4.3.2 TEA’s Distribution Perception and Generation

This experiment aims to validate the capability of TEA in
modeling test data distribution. We framed the experiment
within two scenarios: identical training and testing distri-
butions, and shifted training and testing distributions. (1)
The first scenario include four settings: (i) Source model
on MNIST training set, TEA adaptation on MNIST test set;

Figure 4. Test distribution perception visualization for identical
training and testing distributions on MNIST and CIFAR-10.

Figure 5. Test distribution perception visualization (upper) and
real samples (lower) on shifted distribution: A model trained
on PACS-A dataset then individually tested with TEA adaptation
across PACS-P, PACS-A, PACS-C, PACS-S datasets.

(ii) Source model on MNIST training set, TEA adaptation
on 90-degree rotated MNIST test set; (iii) Source model on
CIFAR-10 training set, TEA adaptation on CIFAR-10 test
set; (iv) Source models on MNIST or CIFAR-10 training
sets, tested without TEA adaptation. (2) In the second sce-
nario, source model was trained on the PACS-A dataset and
individually tested with TEA adaptation on PACS-P, PACS-
A, PACS-C and PACS-S datasets.

The outcomes from both scenarios are respectively illus-
trated in Fig. 4 and Fig. 5. Fig. 4 (1,3) indicates that, in
scenarios where the distributions are closely identical, TEA
has the potential to reconstruct samples that maintain dis-
cernible patterns. Fig. 4 (2) reveals that the sample distri-
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bution indeed originates from the test data rather than pro-
voking recollections from the training datasets. Fig. 4 (4)
confirms that models without adaptation, or those adapted
using other methods, fail to effectively characterize the test-
ing distributions on both the simple MNIST dataset (upper)
and the more complex CIFAR-10 dataset (lower). Drawing
conclusions from Fig. 5, we can infer that under significant
distribution/domain shift, our method can still characterize
the key features of the shifted test distribution, such as style,
texture and color schemes.

In summary, TEA endows the model with generative
ability for test data via energy-based fine-tuning of the nor-
malization layers. This ability may incorporates genera-
tive self-supervised information from the test data into the
model and improves the model’s thorough understanding of
the test distribution, which in turn strengthens its general-
ization performance on that distribution.

4.3.3 TEA’s Improvements in Confidence Calibration

This experiment compares model calibration across the
source model, the entropy-based method TENT, the pseudo-
labeling-based method SHOT, and our energy-based TEA,
on CIFAR-10. In accordance with the protocol in [4, 14],
we illustrate reliability histogram and compute two scalar
summary statistics: Expected Calibration Error (ECE) and
Maximum Calibration Error (MCE) [14], to evaluate cali-
bration implemented by torchmetrics. The procedures are
implemented as follows: For the reliability histogram, we
divided the model’s predictions into ten bins based on the
confidence score of the highest probability class and calcu-
lated the average accuracy for each bin.

The results are depicted in Fig. 6. From the perspective
of the histogram, an optimally calibrated model should have
its bar graph in a diagonal shape to achieve the smallest gap
area. However, the bars for TENT and SHOT are observed
to fall significantly below this line, manifesting an even in-
ferior performance compared to the source model without
any adaptation. These phenomena provide evidence that
both the entropy-based methods and the pseudo-label-based
method could potentially harm the confidence calibration
by inducing overconfidence in their predictions. In stark
contrast, our TEA has significantly narrowed the gap area
and improved alignment with the diagonal line. For quanti-
tative metrics, ECE and MCE, TEA has improved by 2.43%
and 18.31% respectively compared to the source model.

The improvement in calibration of TEA over competi-
tors may come from that neural networks inherently tend
to be overconfident [14]. The softmax function enforces
exponential normalization among classes, which tends to
amplify the probability of dominant classes, thus inherently
not advantageous for calibration. TENT and SHOT exacer-
bate this dominance of certain classes by reducing the un-

ECE    = 4.11%
MCE   = 57.99%

ECE    = 5.50%
MCE   = 59.73%

ECE    = 6.35%
MCE   = 58.53%

ECE    = 4.02%
MCE   = 47.37%

Figure 6. Calibration comparison between TEA and baselines on
CIFAR-10 dataset. In an ideal scenario for optimal calibration,
blue bars should align with the diagonal line, and a smaller grey
gap area is preferred. Quantitative measures are provided via ECE
and MCE metrics, where lower values indicate better calibration.

certainty of class probabilities, further amplifying the over-
confidence of the classifier. On the contrary, TEA dose not
perform normalization in the label space, but maximizes
the log-sum-exp of classifier logits, which essentially in-
troduces a certain level of uncertainty to each class and em-
powers TEA with the ability to enhance calibration.

5. Conclusion
To achieve test time adaptation, we introduce an innova-
tive energy-based perspective to mitigate the impact de-
rived from distribution shifts. The proposed TEA aims
to decrease the energy of the test data within the pre-
trained model’s distribution. TEA guides the model towards
achieving a harmonious low-energy equilibrium state for
the test data, which mitigates the model’s distribution dis-
crepancy and boosts its generalizability towards test distri-
butions. Comprehensive experiments across multiple tasks,
benchmarks, and architectures confirm TEA’s superiority
over current leading methods. Further in-depth analyses of
TEA’s underlying mechanisms deepen our understanding of
how energy reduction can enhance the model’s perception
of the test distribution, ultimately paving the way for im-
proved generalization and calibration.
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