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Abstract

Machine learning models can perform well on in-
distribution data but often fail on biased subgroups that
are underrepresented in the training data, hindering the ro-
bustness of models for reliable applications. Such subgroups
are typically unknown due to the absence of subgroup labels.
Discovering biased subgroups is the key to understanding
models’ failure modes and further improving models’ ro-
bustness. Most previous works of subgroup discovery make
an implicit assumption that models only underperform on a
single biased subgroup, which does not hold on in-the-wild
data where multiple biased subgroups exist.

In this work, we propose Decomposition, Interpreta-
tion, and Mitigation (DIM), a novel method to address a
more challenging but also more practical problem of dis-
covering multiple biased subgroups in image classifiers.
Our approach decomposes the image features into multi-
ple components that represent multiple subgroups. This
decomposition is achieved via a bilinear dimension reduc-
tion method, Partial Least Square (PLS), guided by use-
ful supervision from the image classifier. We further inter-
pret the semantic meaning of each subgroup component
by generating natural language descriptions using vision-
language foundation models. Finally, DIM mitigates mul-
tiple biased subgroups simultaneously via two strategies,
including the data- and model-centric strategies. Exten-
sive experiments on CIFAR-100 and Breeds datasets demon-
strate the effectiveness of DIM in discovering and miti-
gating multiple biased subgroups. Furthermore, DIM un-
covers the failure modes of the classifier on Hard Ima-
geNet, showcasing its broader applicability to understand-
ing model bias in image classifiers. The code is available at
https://github.com/ZhangAIPI/DIM.

1. Introduction

Machine learning models can achieve overall good perfor-
mance on in-distribution data [10, 13]. However, they of-
ten underperform on certain biased subgroups that are un-
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Figure 1. While the previous method [12] exploits the SVM to
detect the single biased subgroup using the classification correct-
ness on samples, we propose to integrate the training dynamics of
biased image classifiers as the supervision into PLS decomposition
to discover multiple unknown subgroups. This allows us to further
subtly interpret discovered subgroups and precisely mitigate biases.

derrepresented in the training data, undermining model ro-
bustness against group distributional shifts [39]. For in-
stance, ResNet [9] trained on ImageNet [5] fails to recog-
nize the “balance beam” when kids are not present, where
the image classifier is biased towards the subgroup of “bal-
ance beam” when kids are present (cf. Fig. 5). Therefore,
identifying and mitigating subgroup biases in image clas-
sifiers is crucial to improve models’ reliability and robust-
ness [16, 19, 28, 48, 49].

However, previous research on model bias has many lim-
itations. First, most existing methods [3, 15, 50] for bias
discovery require structured attributes, demanding expen-
sive human labor to collect and label data. The impracti-
cality of annotating every possible attribute also leads to
potential biases remaining hidden [23]. Second, few works
involve mining the unknown multi-bias. While Eyuboglu
et al. [8] approach this problem by employing a Gaussian
Mixed Model [2] to detect biases through clustering, their
method relies on proxies of clusters to explain unknown
biases, which can result in interpretation distortion (see the
Domino part of Fig. 3 in Sec. 5.2). To address this issue,
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recent work by Jain er al. [12] proposes directly distilling
failure modes as firsthand directions in latent feature space
and using cross-modal representation [51] for bias interpre-
tation. However, this method only detects a single shortcut
and falls short in multi-shortcut discovery. Compared with
single bias, the discovery of multi-bias is more practical
and challenging [21, 46]. The lack of efficient bias discov-
ery techniques impedes the application of bias mitigation
methods, which typically require the knowledge of bias at-
tributes [39, 44]. Thus, efforts on multiple unknown biases
are essential and challenging to enable practical and scalable
solutions to trustworthy Al

In this paper, we are motivated by the insight that a single
unknown bias can be identified in the latent space [12], and
then move forward to addressing a more challenging prob-
lem, multiple unknown biased subgroups. Although models
are designed to grasp predefined classes (labels) during train-
ing, they also inadvertently learn subgroups distinguished
by unconscious attributes. The distribution difference be-
tween subgroups and the presence of multi-bias result in
image classifiers exhibiting erratic performance across sub-
groups. As shown in Fig. 1, the class of “aquatic mammals”
in the CIFAR-100 dataset [17] can be further divided into 5
subgroups, “beaver,” “dolphin,” “otter,” “seal,” and “whale.”
While a ResNet-18 [9] has an overall accuracy of 54.6% on
this “aquatic mammals” class, it performs poorly on “beaver’
(34%) and “whale” (37%). This disparity manifests the exis-
tence of subgroup bias and its impairment of the robustness
of the model. Limited to simply using sample correctness,
Jain et al. [12] can discover only two broad subgroups: those
with superior and inferior performance. Specifically, it dis-
cerns the positive group of two well-performance subgroups,
“dolphin” and “otter,” through a unified direction in latent
space. However, the opposite direction, supposed to embody
biased subgroups (i.e., “beaver” and “whale”), fails to main-
tain representativeness and interpretability (see the Jain et al.
[12] part of Fig. 3 in Sec. 5.2).

Addressing the problem of multiple unknown biased sub-
groups presents three challenges. The first difficulty lies
in the lack of explicit supervisory signals from the model
to guide the discovery process. The second hurdle is in-
terpreting identified directions and pinpointing biased ones
among them. Third, beyond the identification and interpreta-
tion, there is a consequential line of inquiry into how these
discerned subgroups can be harnessed for bias mitigation.
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In response to these challenges, we propose an innovative
latent space-based multiple unknown biased subgroup dis-
covery method, named DIM (Decomposition, Interpretation,
and Mitigation). Initially, we integrate the training dynamics
of the biased model into the partial least squares (PLS) [1]
to supervise the decomposition of image features in latent
space. Those features are decomposed into different sub-
group directions, each aligning with different subgroups that

the image classifier learned. Subsequently, these directions

are utilized to generate pseudo-subgroup labels for the origi-

nal dataset to distinguish biased subgroups that exhibit lower
accuracy. Finally, upon identifying multiple subgroups, in-
cluding biased ones, DIM employs cross-modal embeddings
in the latent space to interpret these subgroups and annotate
the data with subgroup information to mitigate biases.

Our work presents three key contributions as follows,

1. We formulate the problem of discovering multiple un-
known biased subgroups and subsequent bias mitigation.

2. We propose DIM (Decomposition, Interpretation, and
Mitigation), a novel framework used to discover, under-
stand, and mitigate multiple unknown biased subgroups
learned by image classifies.

3. We conduct experiments on three datasets: CIFAR-100,
Breeds, and Hard ImageNet. We verify DIM’s ability
to detect biased subgroups on CIFAR-100 and Breeds,
where classes and ground-truth subgroups, including bi-
ased ones, are given. For Hard ImageNet, we apply DIM
to discover biased subgroups implicitly learned by the
image classifier, thereby illustrating its failure modes.

2. Related Work

Bias Identification Many works have been proposed
to identify and explain the bias of deep learning models.
Eyuboglu et al. [8] leverage cross-modal embeddings and a
novel error-aware model to discover underperforming slices
of samples. Singla and Feizi [42] use the activation maps for
neural features to highlight spurious or core visual features
and introduce an ImageNet-based dataset, Salient ImageNet,
which contains masks of core visual and spurious features.
Zhu et al. [52] propose a training-free framework, GSCLIP,
to explain the dataset-level distribution shifts. Li and Xu
[23] and Lang et al. [18] use a generative model to discover
and interpret unknown biases. Jain et al. [12] harness the
linear classifier to identify models’ failure mode and uses
CLIP [37] for the automatic caption to explain the failure
mode. Previous methods usually fall on the single-shortcut
problems. However, real-world scenes usually involve multi-
ple biases, including multiple subgroup biases, posing chal-
lenges to existing methods. Our work proposes a novel ap-
proach to identify and explain multiple unknown subgroup
biases, which is scalable to large real-world datasets.

Bias Mitigation There are many approaches proposed
to mitigate the bias, such as the re-sampling and weighting
strategy [20, 36], distributional robust optimization [43, 45],
invariant risk minimization [29], and adversarial debias-
ing [24, 47]. Some work also exploits the identified bias
to mitigate the bias of models, such as EIIL [4] and LfF [31].
However, these methods require the bias labels in the train-
ing dataset, which are usually unknown in practice, leading
to poor scalability. To address this issue, some work has
proposed research on bias mitigation without access to bias
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annotation. Nam et al. [32] propose to train a debiased
model on samples, which is against the prejudice of the
well-trained bias model. Pezeshki et al. [35] propose a reg-
ularization term to decouple failure learning dynamics. Li
et al. [22] propose the debiasing alternate networks to dis-
cover unknown biases and unlearn the multiple identified
biases for the classifier. Park et al. [34] propose the debiased
contrastive weight pruning to investigate unbiased networks.
In our work, we employ identified bias subgroup information
to implement data-centric and model-centric strategies for
bias mitigation, improving the model’s robustness.

3. Problem Formulation

Consider an image classifier trained on the data x € X
with annotated ground-truth label y € ). In this context,
assume there are L annotated classes in the dataset, making
Y ={1,2,...,L}. We hypothesize each class contains G
subgroups' that share certain characteristics or features, a
total of L x G subgroups. For each input , we denote its
subgroup membership as g € {1,2, ..., G}. The input data,
labels, and subgroups are drawn from a joint distribution P.

An ideal classifier without subgroup bias should maintain
consistent performance across all G subgroups. Conversely,
a biased classifier is characterized by its inferior performance
on specific subgroups. The primary objective is twofold:
first, to discover a total of L x G subgroups, and second,
to identify the biased & subgroups (out of () in each class,
which exhibit lower classification accuracy than the median.
The insight that mitigating one bias in an image classifier
with multiple biases can inadvertently amplify others [21]
underscores the importance of addressing multiple unknown
biases. Hence, we particularly focus on multiple unknown
biased subgroups (k > 2), which implies G > 4.

Following the identification, the subsequent tasks involve
interpreting and mitigating these biases. This progression
is key to not only understanding but also enhancing the
robustness of image classifiers against subgroup biases.

4. Method

In the quest to address multiple unknown biased sub-
groups, we propose a novel method, DIM (Decomposition,
Interpretation, and Mitigation), as shown in Fig. 2.

4.1. Decomposition

Discovering Multiple Subgroups. The previous study [25]
has identified that it is theoretically impossible to derive
invariant features from the heterogeneous data without en-
vironment information [27, 38]. This implies that without
any additional information, unsupervised biased subgroup
discovery is also impossible. Motivated by this, we integrate

'While the number of subgroups G might vary across classes, for sim-
plicity, we consider an equal number of subgroups in each class.

the model supervision into the partial least square (PLS) [1]
method to decompose the image features into multiple sub-
group directions in the latent space. Unlike the principal
component analysis (PCA) [14], which is unsupervised de-
composition, PLS can be used to derive the components
within the inputs mostly aligned with the supervision.

Concretely, there are three steps to discovering multiple
unknown subgroups in a specific class (fixing y =1). Initially,
we use the CLIP image encoder, a function fimage: X — R4,
where d denotes the latent feature dimension, to encode
images in this class, which can be considered as a variable
that follows specific empirical class distribution Py. The
images are encoded into input embeddings Z = fimage(T)
in the latent space. Next, for each image x, we collect
some information provided by the studied model, denoted as
zp € RM where M is the number of used information. The
information, including the loss, correctness, logit, etc., serves
as supervision guiding the decomposition. Subsequently, we
apply the PLS method to model the decomposition of &
supervised by z,. The core idea is to search for subgroup
directions in the latent space that maximize the correlation
with principal components in the supervision. In discovering
the first subgroup, ¢ = 1, setting Z1 = & and 24, 1 = 2z, it
can be formulated as the following optimization target,

mnax Ep, (uivi) = max Ep, (wi@)(h{z20)). (1)
where w; € R?, h; € RM are the normalized directions and
u; = wlZ;, v; = hlz,, represent the latent scores on
the directions. For each image, a high latent score implies
a high similarity to the discovered subgroup. Upon the
optimization, &; and z,; are updated by subtracting the
discovered information. It can be achieved by regressing Z;
on u;,and regressing z ; on v;,

T = U0y + €5, 2 i = ViBi + N, ()
where «;, 3; are regression coefficients and €;, 1; are the
remainders and then setting Z; 11 = €; and 2z ;11 = 7.

By iteratively repeating the optimization and the update
n time, we decompose class input embeddings Z as T =
2?21 Uu;0; + €n41 and obtain a set of discovered subgroup
vectors {w; }}, where n is a hyperparameter.

Identifying Biased Subgroups. Following discovering sub-
group directions, the next step is to pinpoint further which
of them are biased. We achieve this by computing pseudo-
subgroup labels for images in a held-out validation set and
evaluating the model’s performance on each discovered sub-
group. For each validation image, we compute the subgroup
score u = (ug,...,u,)’ € R", assigning the subgroup
with the highest score as the pseudo-subgroup label. In the
soft-label case, we directly use the subgroup score u. Subse-
quently, we compute the model’s accuracy on images with
each pseudo-subgroup label and identify the £ subgroups
with the top-k worst accuracy as k biased subgroups.
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Figure 2. Overview of DIM method. DIM consists of three stages: Decomposition, Interpretation, and Mitigation. At the decomposition
stage, we decompose the image features of “aquatic mammals” into the embedding directions of multiple subgroups. Then, we interpret the
discovered subgroup embeddings with text descriptions, e.g., the subgroup “whale” in class “aquatic mammals.” At the mitigation stage, we

propose data-centric and model-centric strategies to mitigate the sub

4.2, Interpretation

Interpreting the discovered subgroups is a critical step to
bridge the gap between abstract representations and mean-
ingful insights [6]. The ultimate goal is to generate natural
language descriptions of biased subgroups. However, the dis-
covered subgroup embeddings are not directly interpretable.
Thus, we leverage the retrieval approach to interpret the dis-
covered subgroup, as shown in the second part of Fig. 2. For
each subgroup, the retrieval results are pairs of images and
texts (metadata, including descriptions) from the LAION-
5B dataset [41], providing visual illustration and contextual
information. To further refine the understanding, we collect
all retrieved descriptions and utilize a large language model
(LLM) for summarization to explain the subgroup.

4.3. Mitigation

In DIM, we propose data-centric and model-centric strategies
using the discovered subgroups for bias mitigation.

The data-centric strategy is applied to scenarios where
access to a substantial external dataset is available. The
goal is to enhance the model’s performance on biased sub-
groups by adding a limited number of samples to the training
set (due to computational constraints). To achieve this, we
leverage the discovered subgroup embeddings to filter ex-
tra data to identify high-quality samples that show a strong
correlation with the bias subgroups. For each image in the
external pool, we first compute its subgroup scores, specifi-
cally on those bias subgroups. We then select images with

group bias to improve the robustness of the image classifier.

the highest subgroup scores for each biased subgroup. By
deliberately increasing the representation of these subgroups
in the training set, we aim to systematically mitigate the
multiple unknown subgroup biases in the image classifier.

The model-centric strategy is proposed to leverage the
discovered subgroups to annotate images in the training
set with pseudo-subgroup labels and integrate those labels
into existing supervised bias mitigation methods. While the
hard label, obtained by taking the argmax of subgroup score
u = (uy,...,u,)?, can be directly applied to supervised
mitigation methods, we also capitalize on the soft label to
improve generalization. The motivation is that one image
may contain multiple biases, making it belong to multiple
subgroups. Thus, some supervised mitigation methods, such
as the groupDRO [39] and DI [44], are relaxed to the soft-
label version. We provide an example of adapting DI to soft-
label (Soft-DI) as follows. More details for the soft-label
version of mitigation methods can be found in Appendix B.
Case study of model-centric strategy with Soft-DI. ~We
consider Domain Independent (DI) [44] method with G do-
mains (i.e., number of subgroups), which contains G classi-
fication heads sharing features extracted by the backbone. In
the original DI, when training on the data « with known hard
group label g € {1,2, ..., G}, the model’s output is p = pg,
where p, is the g-th classifier’s output. For the soft-label
case, where g = (g1, ..., o) € R®, we define the training
output as p = Zszl g:P;. When performing inference on
the test set without group annotation, soft-DI maintains the
original method so that p = £ 3% | p;.
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5. Experiments
5.1. Setup

Datasets. Our experiment uses three datasets, including

CIFAR-100 [17], Breeds [40], and Hard ImageNet [30].

e The CIFAR-100 [17] dataset contains 100 fine-classes,
each with 500 images for training and 100 images for test-
ing. These fine-classes are organized into 20 superclasses,
with every 5 fine-classes constituting one superclass. To
clarify, from now on, we treat superclasses as classes and
fine-classes as the ground-truth subgroups.

* Breeds [40], a subset of the ImageNet-1K, is composed of
130 fine-classes. Every 10 fine-classes is grouped into one
class, resulting in a total of 13 classes.

* Hard ImageNet [30], another subset of the ImageNet-1K,
consist of 15 classes, without further subdivision into finer
classes. This dataset is particularly challenging due to
strong spurious correlations. The absence of ground truth
for discovering multiple unknown subgroups offers a valu-
able testbed for our method. We apply DIM to mine multi-
ple unknown biases and delineate models’ failure.

Baselines. In our experiments, we evaluate three tasks: the
discovery of multiple unknown subgroups, the identification
of biased subgroups, and the mitigation of pinpointed biases.
For discovery and identification tasks, our method, Decom-
position, Interpretation, and Mitigation (DIM), is compared
with Jain et al. [12], Domino [7]. We also test our method by
replacing PLS with PCA (DIM-PCA) as an ablation study
attesting to the importance of supervision during the decom-
position phase. For the mitigation task, we annotate the
samples with pseudo labels generated by Jain ef al. [12] and
ours. These labels are then applied to various mitigation
methods to verify the effectiveness of discovered subgroups
on bias reduction. We implement 1) unsupervised model-
centric methods: JTT [26], SubY [11], LfF [32], EIIL [4]; 2)
supervised model-centric methods: groupDRO (gDRO) [39],
soft-label groupDRO (Soft-gDRO), DI [44], and soft-label
DI (Soft-DI), and 3) the data-centric strategy by intervention
through filtering extra data [12], with the decision value of
Jain et al. [12] and ours.
The selection of supervision. Supervision plays a crucial
role in guiding the decomposition within the latent feature
space in our methodological design. We adopt 3 distinct
training dynamics as supervision: 1) correctness: whether
the model accurately classifies a given image; 2) logit: the
logit output of the model on each image; and 3) loss: the
value of loss function for each image. Besides, we also
utilize the ground-truth subgroup features as an additional
form of supervision for a comprehensive evaluation.

Implementation details. We adopt a consistent approach

where models are trained at the class level, and the fine-

classes serve as the ground truth for the subgroup discovery
task. We train ResNet-18 on CIFAR-100 and ResNet-34

Table 1. The overall cosine similarity score 1 (averaged over
classes) between the subgroups discovered by different methods
and the ground-truth subgroups on the CIFAR-100 and Breeds
dataset. T.D.: training dynamics; G.T.: ground truths.

Dataset Jainetal [12] Domino [7] DIM (Ours)
Supervision Correctness Probability | T.D.
CIFAR-100 3.06 12.20 22.97

Breeds 3.45 10.3 24.15

on Breeds from scratch and use ResNet-34 with pre-trained
weights for experiments on Hard ImageNet. All models un-
dergo full training until convergence. We leverage CLIP [37]
as the foundation model to map images or text to unified rep-
resentations in the latent feature space. For interpretation, we
employ ChatGPT [33] to summarize the concept of grouped
description from collected images. More implementation
details of our method can be found in Appendix A.
Evaluation metrics. For the discovery task, we perform
a quantitative assessment to provide a robust and transpar-
ent comparison. For each class, we assume to identify G
subgroup embeddings® {w;}$. Then, we compute the rep-
resentations of the ground-truth subgroups involved in this
class via the CLIP text encoder fixi: 7 — R? to ensure
semantic interpretability. We adopt the text embedding
w! = fiext(Tprompt) generated from the prompt “a photo
of {subgroup}” to represent the ground-truth subgroup in
the same latent space. Building upon this, we enumerate
all combinations of subgroup embeddings {w;}{ and text
embeddings {w!}{, aiming to maximize the overall simi-
larity score. This can be framed as the search for a bijective
functiono: {1,2,...,G} — {1,2,..., G} that maximizes
the sum of matched absolute cosine similarities,
G
m;zxZ|< wi, w ;) >. 3)
i=1

For the mitigation task, we evaluate the classification
accuracy of multiple underperforming subgroups (averaged
across classes). Classification accuracy on the whole dataset
is also provided to show the overall performance. More
experimental details can be found in Appendix C.

5.2. Evaluation on CIFAR-100

We begin by validating our framework on the CIFAR-100
dataset with known partitions on the classes.

Multiple unknown subgroups discovery. We respectively
apply Jain et al. [12], Domino [7], our DIM, and DIM-PCA
to subgroups discovery for comparative ablation analysis on
supervision use. We report the maximum matching simi-
larity between discovered subgroup directions and ground-
truth subgroup text embeddings within the latent space in
Tab. 1. DIM (ours) achieves superior performance in terms

2Though the number of ground-truth subgroups is often unknown, we
assume it’s available for simplicity.
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Figure 3. The CLIP-Retrieval results of discovered biased subgroup embeddings in the class “large man-made outdoor things.” Images in
each column come from the same identified subgroup. Jain ez al. [12] inherently discovers two subgroups, positive and negative. Although it
successfully detected “Skyscraper | Road,” it failed to detect the low-performance subgroup. In Domino [7], retrieved images from the first
subgroup are a mix of “House” and “Castle.” Similarly, images from the third subgroup confuse the “Bridge” and “Road.”

Table 2. The success rate of bias subgroup detection on CIFAR-100
and Breeds datasets. T.D.: training dynamics; G.T.: ground truths.

Table 3. The classification accuracy of ResNet-18 on the CIFAR-
100 test set. We present results on the worst two subgroups to study
the mitigation performance of multiple biased subgroups. The

Method Jain eral. [12]  Domino [7] | DIM (Ours) DIM-PCA overall accuracy is also provided for a comprehensive evaluation.
Supervision Correctness Probability | T.D. G.T. -
CIFAR-100 45.0 35.0 575 575 525 Worst subgroup accuracy
Breeds 46.1 38.4 615 615 53.8 Type Method Tst nd Acc.
B ERM 243 33.6 444
. . .. . JTT [26] 26.9 346 185
of Eq. (3). Notably, when incorporating training dynamics Model-centric SubY [11]  25.1 33.8 45.6
(T.D.), DIM surpass Jain ef al. [12] with a significant margin (Unsupervised) Iéf;fL[E 41]] ;ig ;ig E
of 10.77: Furthermo.re,. w1.thout superV}sw.n, I?IM-PCA cgn Niodelcentric eDRO 9] 267 45 160
only achieve a low similarity of 10.76, indicating the crucial (labeled by Jain et al. [12]) DI [44] 243 342 475
rol f m 1 rvision in th m ition. Model-centric gDRO [39] 25.9 34.8 47.2
0_ €o ode SUPEIVISIo . the deco positio (labeled by Domino [7]) DI [44] 25.6 353 47.1
Biased subgroup detection. We evaluate the success rate ¢DRO [39] 272 358 183
of the biased subgroup detection on the CIFAR-100 dataset. Model-centric Soft-gDRO  27.2 38.4 49.8
S ificall .. h d b h (labeled by Ours) DI [44] 26.5 36.7 48.7
pecifically, we scrutinize the correspondence between the Soft-DI 268 371 489
detected bias subgroups using different methods and the Datz i Jaineral [12] 337 419 531
ata-centric -
DIM (Ours)  35.6 45.1 54.7

ground-truth bias subgroups. As shown in Tab. 2, DIM (ours)
accurately identified 57.5% under-represented subgroups,
outperforming Domino [7], which achieves a 35.0% success
rate. It’s worth noting that though Jain er al. [12] achieved
a fairly high success rate of 45.0%, its similarity between
the negative direction and the matched low-performance
subgroup is critically low, nearing zero. Quantitatively, the
negative direction contributes a mere 0.82 out of the 3.06
similarity score achieved by Jain et al. [12] in Tab. 1. This
indicates that Jain et al. [12] aligns with high-performance
subgroups through the identified positive direction, yet its
negative direction doesn’t effectively represent any biased
subgroups. This deficiency further leads to the negative
direction not being well interpreted in the next stage.

Subgroup interpretation. Both our method and Jain et al.
[12] capitalize on the latent space of CLIP, allowing us to de-
code discovered subgroups to images using CLIP-Retrieval
naturally. We present the retrieval outcomes for the discov-
ered subgroups within the class “large man-made outdoor

things” using Jain et al. [12], Domino [7], and our DIM in
Fig. 3. As displayed, Jain et al. [12] was partial to the well-
performance group but failed to illustrate the biased one. Due
to space constraints, we selectively exhibit three subgroups
for Domino [7] and our DIM. We can see that DIM distinctly
and accurately embodied two low-performance subgroups,
“bridge” and “road.” In contrast, though Domino [7] dis-
covered multiple unknown subgroups, it confused multiple
concepts. This finding corroborates our argument that using
proxies induces misinterpretation. More results on CIFAR-
100 can be found in Appendix D.

Bias mitigation. We apply the model- and data-centric
strategies to bias mitigation. For model-centric methods
(groupDRO [39] and DI [44]), we use the hard label gen-
erated from Jain ef al. [12] and Domino [7] for supervised
training. Our method provides both hard and soft labels for
mitigation. For the data-centric strategy, we select the top

10911



Subgroupl Subgroup2

Plain | Cloud - Mountain

Jain et al. Domino

Subgroup3 Subgroup2

Subgroup1

Subgroup3

Forest Mountain

DIM (Ours)

Figure 4. The CLIP-Retrieval results of discovered biased subgroup embeddings in the class “large natural outdoor scenes.” Images in
each column come from the same identified subgroup. Jain ef al. [12] inherently discovers two subgroups, positive and negative. Although
it successfully detected “Plain | Cloud,” it failed to detect the low-performance subgroup. In Domino [7], retrieved images from the first
subgroup are a mix of “Forest” and “Mountain.” Similarly, images from the third subgroup confuse the “Plain” and “Cloud.”

Table 4. The classification accuracy of ResNet-34 on the Breeds
test set. We present results on the worst four subgroups to study the
mitigation performance of multiple biased subgroups. The overall
accuracy is also provided for a comprehensive evaluation.

‘Worst subgroup accuracy
Ist 2nd 3rd 4th  5th
ERM 524 584 644 690 714 727
JTT [26] 647 700 732 759 792 80.0
SubY [11] 60.8 629 675 703 735 741
LfF [31] 633 641 695 721 769 769
EIIL [4] 628 645 706 732 753 770
gDRO [39] 632 69.6 728 741 779 769

Type Method

Model-centric
(Unsupervised)

Model-centric

(labeled by Jain ez al. [12]) DI [44] 659 715 762 836 852 844
Model-centric gDRO [39] 652 713 742 765 782 783
(labeled by Domino [7]) DI [44] 66.1 723 779 842 853 &850

gDRO[39]  66.8 725 757 782 825 807

Model-centric Soft-gDRO 694 753 79.7 83.0 84.1 &25
(labeled by Ours) DI [44] 673 742 798 876 885 86.0
Soft-DI 682 753 814 883 89.6 86.7
Jainetal [12] 716 79.5 829 893 899 897
DIM (Ours) 725 821 84.6 913 915 897

Data-centric

20% of images with the highest scores on the two bias sub-
groups identified by Jain et al. [12] and our DIM. The results
are compiled in Tab. 3. Compared with unsupervised mitiga-
tion methods, discovered subgroups in supervised methods
boost the mitigation performance with a clear gap of 2.2% on
average. Our DIM provides a more precise subgroup discov-
ery for mitigation, achieving a better mitigation performance
improvement with up to 1.8% compared with Jain et al. [12]
and Domino [7]. By filtering multiple under-represented
subgroups, DIM has a significant improvement of 3.2% over
Jain et al. [12], which not only filters a single subgroup but
also falls short in precisely representing it. The statistical
significance is discussed in Appendix C.2.

5.3. Evaluation on Breeds

Our evaluation extends to Breeds [40] dataset, where we test
multiple unknown subgroup discovery and bias mitigation.
Breeds, as outlined in Sec. 5.1, mount a more serious chal-

lenge in scalability with its fine-grained partition into 130
ground-truth subgroups across 13 classes.

We begin by discovering multiple unknown subgroups.
As shown in Tab. 1, compared to baselines, our DIM achieves
the highest similarity score with a significant lead of 13.85
for the discovery of unknown subgroups.

Subsequently, we leverage identified subgroups to label
data in preparation for different model-centric mitigation
methods. We report the classification accuracy of the worst
4 subgroup to evaluate the mitigation performance. The re-
sults, as depicted in Tab. 4, suggest that our proposed DIM
provides accurate subgroup supervision for mitigation meth-
ods, improving the worst subgroup accuracy of 17.3% on
average compared with the baseline (ERM). This constitutes
an improvement margin of 4.33% versus other subgroup
discovery methods, Jain et al. [12] and Domino [7]. More
results on Breeds can be found in Appendix E.

5.4. Interpreting Hard ImageNet

Unlike CIFAR-100 and Breeds, which have known well-
defined class partitions into different subgroups, Hard Ima-
geNet hasn’t been extensively analyzed for the existence of
multiple biases, presenting unique challenges. Previous stud-
ies primarily focus on using counterfactual images to explain
the failure modes of models from the single-image level but
lack analysis on the subgroup level. We apply our method to
discover implicit subgroups within Hard ImageNet.
Following the same setting in [30], we study the ResNet-
50 model first pre-trained on the full ImageNet dataset and
then fine-tuned on the Hard ImageNet dataset. In our DIM
framework, We set the number of subgroups to be discovered
in each class to 5 for latent space decomposition. The abla-
tion accuracy is used to evaluate the model’s performance on
Hard ImageNet, which is the performance drop introduced
by masking the target object. A higher ablation accuracy
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Figure 5. Example of subgroup interpretation on Hard ImageNet. The first two rows are the retrieval images of identified biased subgroups
and corresponding summary descriptions by ChatGPT based on metadata. The last row is from the high-performance subgroup.

Table 5. Ablation study on the n, number of components, in dis-
covering the unknown subgroups. We report different methods’
maximum matching similarity 1(%).

#of comp. (n) | 2 3 4 5 6 7 8 9 10
Jainetal [12] | 3.1

Domino [7] 6.1 84 104 122 127 129 133 134 135
DIM (Ours) | 99 149 194 229 252 26.6 27.8 287 299

means that the model relies more on spurious features, in-
dicating the existence of implicit bias. We use the ablation
accuracy of the validation set to identify biased subgroups.
Using our proposed DIM, we discover 5 subgroups for
each class. To explain the failure modes of the studied model,
we retrieve images with descriptions (metadata) belonging to
the worst 2 subgroups. We then use ChatGPT to summarize
the aggregated descriptions into coherent concepts. For com-
parison, we also analyze images from the best-performing
subgroup. We present examples of the class “balance beam”
and “dog sled” in Fig. 5. Our findings reveal that the model
is vulnerable to spurious correlations, i.e., the “population”
and “horizontal bar” in the class “balance beam.” In the class
“dog sled,” our retrieval images and interpretation show that
the model may make bad decisions based on necessary but
insufficient objects like “snow” and “dogs.” These results
surface the failure modes, i.e., the presence of multiple spu-
rious features, significantly impairing model’s robustness.
More results on Hard ImageNet can be found in Appendix F.

5.5. Ablation study

On the number of subgroups to be discovered. On the
CIFAR-100 dataset, we vary the number n of iteration, corre-
sponding to the subgroups for discovery, from 2 to 10, match
the discovered embeddings to the ground-truth subgroups
using the same strategy as Eq. (3), and report the maximum
similarity score. As displayed in Tab. 5, while Jain et al. [12]
fails to identify multiple subgroups and Domino [7] lacks
the capacity of fine-grained partitions due to the dataset-
level clustering, our DIM demonstrates a better performance
when varying n, showing great stability and scalability in

the hyperparameter selection by using dimension reduction.
On the use of supervision. In our DIM, the model super-
vision is managed to guide the latent space decomposition.
Without supervision, the decomposition stage may fail to
reflect the subgroups learned by the model. To support our
argument, we remove supervision at the decomposition stage
and use DIM-PCA to discover unknown subgroup directions.
The performance degradation in numerical results (14.4% |
for subgroup discovery in Tab. 1 and 6.25% | for biased
subgroup detection in Tab. 2 on average) sufficiently demon-
strates the crucial role of supervision. Supportive retrieval
results can be found in Appendix D.2.

6. Conclusion

In this work, we present a novel approach to the problem
of multiple unknown biased subgroups in image classifiers.
The proposed DIM includes three stages: decomposition, in-
terpretation, and mitigation. We employ model supervision
to guide the latent space decomposition and reveal distinct
subgroup directions. Then, we identify the biased subgroups
and interpret the model failures. The discovered subgroups
can be further integrated into the downstream mitigation
stage. Our methodology, validated through experiments on
CIFAR-100, Breeds, and notably Hard ImageNet, effectively
detects subgroups and uncovers new model failure modes
related to spurious correlations. The use of model training
dynamics as supervision is pivotal in this process, yet se-
lecting optimal supervisory signals for enhanced subgroup
representation remains an open area for future research. This
study contributes to the field by providing a methodological
framework for understanding and improving image classi-
fiers’ subgroup robustness.
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