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Abstract

Facial Attribute Classification (FAC) holds substantial
promise in widespread applications. However, FAC mod-
els trained by traditional methodologies can be unfair by
exhibiting accuracy inconsistencies across varied data sub-
populations. This unfairness is largely attributed to bias
in data, where some spurious attributes (e.g., Male) sta-
tistically correlate with the target attribute (e.g., Smiling).
Most of existing fairness-aware methods rely on the labels
of spurious attributes, which may be unavailable in prac-
tice. This work proposes a novel, generation-based two-
stage framework to train a fair FAC model on biased data
without additional annotation. Initially, we identify the po-
tential spurious attributes based on generative models. No-
tably, it enhances interpretability by explicitly showing the
spurious attributes in image space. Following this, for each
image, we first edit the spurious attributes with a random
degree sampled from a uniform distribution, while keep-
ing target attribute unchanged. Then we train a fair FAC
model by fostering model invariance to these augmentation.
Extensive experiments on three common datasets demon-
strate the effectiveness of our method in promoting fair-
ness in FAC without compromising accuracy. Codes are in
https://github.com/hegianpei/DiGA.

1. Introduction

Facial Attribute Classification (FAC) has garnered signifi-
cant interest owing to its broad and practical applications
like face verification and image retrieval [66, 88]. The goal
of FAC is to predict a certain target attribute (e.g., Smil-
ing) of a given facial image. Unfortunately, previous studies
have shown that the FAC models can be unfair by exhibit-
ing accuracy inconsistencies across different data subpopu-
lations [55]. This unfairness is predominantly attributed to
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Figure 1. FAC models can be unfair by exhibiting accuracy incon-
sistencies across varied data subpopulations (e.g., 95.4% accuracy
on Smiling&Female and 70.1% accuracy on Smiling&Male). This
unfairness is predominantly attributed to data bias, measured by .
In general, the more biased the data (i.e., larger /3), the more unfair
the model. Most of existing methods such as IRM [1] and resam-
pling [59] rely on the labels of spurious attributes. Our method
can improve the fairness, measured by EO and the worst-group
accuracy (Eq. (4) and (5)), of FAC models without additional an-
notations. Experiments above are performed on CelebA [46].

bias in the training data [13, 19, 51, 71]. For example, as
shown in Figure 1, the majority of Smiling images in the
training dataset are Female (termed as spurious attribute).
Then, the FAC models trained by traditional methods (e.g.,
Empirical Risk Minimization (ERM)) may use the spurious
attribute as a shortcut to predict the target attribute. As a
results, the models may suffer from low accuracy on certain
data subpopulations (e.g., Non-smiling& Female), which se-
riously hinders their applications in the real world [41].

To train a fair model on the biased dataset, a number
of approaches have been proposed. These methods can be
broadly divided into two categories. The first category miti-
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Figure 2. Moving the latent codes z of a well-trained generative
model in a learned direction m can edit the target attribute (e.g.,
Smiling) of images (x — x,) [64]. We observe that if the data
is biased, the learned direction will be biased by containing infor-
mation of spurious attributes (e.g., Male) (x — x1,ax2). Based
on this, we synthesize a direction n to manipulate the spurious
attributes while keeping target attribute unchanged (x — ).

gates bias by adding a fairness-aware regularization into the
training optimization objective [12, 31, 61]. However, re-
cent findings indicate that the regularization terms of these
methods easily suffer from overfitting, causing such meth-
ods to degenerate into ERM [26, 86]. The second category
transforms the data by reweighting or augmentation to miti-
gate bias [34, 62, 85]. Among them, a series of recent stud-
ies have achieved great success at fair FAC by using genera-
tive models to construct an unbiased dataset [39, 56, 58, 81].

Although existing methods have made strides in improv-
ing fairness, most of them require the labels of spurious at-
tributes. Unfortunately, spurious attributes annotation may
be unavailable in practice for some reasons [2, 6, 22, 37].
Firstly, the vast spectrum of attributes present in images
creates a challenge in identifying which are spurious at-
tributes. Secondly, some attributes (e.g., Attractive) are dif-
ficult to label due to their inherent subjectivity and ambigu-
ity. Lastly, the annotation costs are expensive, especially for
large-scale datasets. These considerations naturally prompt
the inquiry: How can one construct a fair FAC model on
biased data without the labels of spurious attributes?

In this paper, we solve this problem based on a finding
in the generative models, as show in Figure 2. Previous
studies have shown that latent codes for well-trained gener-
ative models actually encode disentangled representations,
and moving the latent codes z in a learnable direction n
can manipulate the target attribute (e.g., Smiling) of images
(x — x,) [64, 69]. Based on this, we further observe that
the learned direction will be biased if there is a spurious
correlation in training data. By ‘biased’, we mean that the
direction also contains semantics of spurious attributes (e.g.,
Male), so that the potential spurious attributes will change
along with the target attribute during editing (x - x1, T2).

Inspired by this finding, we introduce a two-stage frame-
work to address the posed question. (1) In the first stage,
we identify the spurious attributes via generative models.
Specifically, we combine two different biased directions
(i.e., n1 and ny in Figure 2) in a proper way to cancel out
the semantic of target attribute, so that the combined direc-
tion n; will only encode spurious attributes. Then, by edit-
ing one or more images with the combined direction, the
changes of spurious attributes will be faithfully reflected in
the image space, as shown in Figure 2 (x - x4). (2) In
the second stage, we learn a fair FAC model via generative
augmentation. For each image, we first edit its spurious at-
tributes with a random degree sampled from a uniform dis-
tribution. Then we train a fair FAC model by promoting its
invariance to such augmentations. We call the proposed ap-
proach Distributionally Generative Augmentation (DiGA).

Our method presents two primary merits. Firstly, no an-
notation outside of target attribute is required. Leveraging
generative models, our method mirrors potential data biases
within the image space explicitly, concurrently enhancing
interpretability. Secondly, the random degree for fairness-
aware generative augmentation follows uniform distribu-
tion. Compared to the existing single point augmenta-
tions (e.g., flipping the spurious attributes) [58, 81], it pro-
vides more information for the subsequent fair representa-
tion learning and thus enhances the representation quality.

We carried out experiments on CelebA [46] and UTK-
Face [82] datasets for FAC. The classification results in
terms of accuracy and fairness show the effectiveness of
the proposed DiGA. Additionally, we performed extensive
analysis experiments to further illustrate the merits of our
method in many ways. Moreover, through empirical stud-
ies on the Dogs and Cats dataset [33], we showcased the
potential of our approach in general bias mitigation.

Our main contributions can be summaried as: (1) The
formulation of an interpretable bias detection technique us-
ing generative methods for FAC. (2) The introduction of
a fair representation learning strategy predicated on dis-
tributionally generative augmentation. (3) Comprehensive
experiments across three prevalent datasets, demonstrating
that our framework effectively enhances fairness without
sacrificing accuracy relative to compared baselines in FAC.

2. Related work

Bias Mitigation with Group Information. There are two
main branches to train a fair model on biased data. The
first branch introduces regularizations into optimization ob-
jective [12, 20, 31, 38, 49, 61, 75]. For example, distribu-
tionally robust optimization (DRO) methods optimize the
worst-case performance [ 15], while invariant risk minimiza-
tion (IRM) learns unbiased representations with invariance
to different environments [1]. However, regularization-
based methods have proved to be prone to the overpes-

22798



simism or overfitting problem [85, 86]. The second branch
is to construct an unbiased dataset by transforming data [62,
77]. Typically, reweighting-based methods reweight the
data distribution by some heuristics and train models on
the reweighted distribution [34, 47, 48]. However, the
reweighted distribution still has the same support with the
original biased distribution. In order to better improves
fairness, recent studies have successfully transformed the
training distribution by using generative models to generate
training samples for minority groups [39, 56, 58, 81].

Bias Mitigation without Group Information. Some stud-
ies have explored how to mitigate bias without additional
annotation [2, 3, 6, 22, 43, 44, 60, 76, 84, 87]. Most of these
methods predict the bias information as the proxies for the
spurious attributes by some heuristics (usually the predic-
tion errors given by a biased classifier) [8, 37, 42, 52]. Re-
cently, researchers have tried to improve robustness based
on pre-trained models (e.g., CLIP [57]) without additional
annotations [17, 28, 35, 65, 73, 78]. Note that these efforts
rely on pre-trained models, and our work can be done with-
out using pre-trained models. For example, we can use a
reference model trained by JTT [42] instead of CLIP.
Generative Modeling for Fairness. Generative models
have achieved great success in recent years [11, 25, 45,
64, 69]. Some works have proposed to evaluate fairness
by generating counterfactual samples [9, 10, 29]. Re-
cently, generation-based methods have demonstrated signif-
icant strides in bias mitigation by constructing a balanced
and unbiased dataset [27, 39, 56, 58, 81]. However, these
methods need the prior of additional annotations. In this
paper, we extend the generation-based approach to cases
without additional annotations.

Fair Representation Learning. Learning representations
is important for reliable performance in visual recognition.
Recent years, contrastive learning has been remarkably suc-
cessful in learning effective representations [4, 5, 18, 24,
53, 70, 74, 80]. However, traditional representation learn-
ing methods ignore potential fairness issues. To this end,
as a pre-processing method, fair representation learning has
achieved great success [7, 14, 50, 54, 63,71, 79, 83]. For ex-
ample, FSCL proposes to learn fair representations by clos-
ing the distance of samples with the same target attribute
labels but different sensitive attribute labels [55]. However,
most of existing fair representation learning methods rely
on labels of spurious attributes, while our method avoids
this limitation by the proposed bias detection method.

3. Method

In this section, we introduce our two-stage framework to
train a fair FAC model on biased data without the labels of
spurious attributes. We first state our findings in generative
modeling on biased data. Then we propose a generation-
based approach for bias detection with theoretical justifica-

tion. Finally, we develop a method based on distributionally
generative augmentation for fair representation learning.

3.1. Findings in Biased Generative Modeling

Image Attribute Manipulation via Latent Space. Previ-
ous works have shown that we can manipulate an image’s
target attribute (e.g., Smiling) via latent space of genera-
tive models [64, 69]. Typically, given a well-trained GAN
model, the generator G : Z — X can map a latent code
z € Zto animage x € X, where Z denotes the latent space.
As shown in Figure 3(a), we can train a linear classifier in
latent space to learn the boundary hyperplane, with a unit
normal vector n, of the target attribute. Then, the target at-
tribute of image x can be manipulated by altering its latent
code z along the normal vector n, i.e., Teqit = G(2z £ an),
where o € R™ controls the degree of image attribute editing.
Biased Semantic Direction. Consider that some sensitive
attributes (e.g., Male) have a statistically association with
the target attribute in the training data, as shown in Fig-
ure 3(b). In this case, if we train a linear classifier of target
attribute in latent space by regularized logistic regression,
the learned classifier (i.e., boundary hyperplane) also will
be biased. Therefore, when the latent code of the image is
moved along the normal of the biased classification hyper-
plane, not only the target attribute but also the spurious at-
tributes are changed. Moreover, we also note that the biased
degree can be affected by the regularization strength.

3.2. Bias Detection via Generative Modeling

Semantic Direction Combination. In order to detect the
potential spurious attributes, our idea is to synthesize a di-
rection of spurious attributes in latent space, so that we can
manipulate the spurious attributes while keeping the target
attribute unchanged in image space. To achieve this, we
first train a generative model on the training dataset (or a
subset, for efficiency). Then, by using different regulariza-
tion strengths, we can obtain two different biased seman-
tic directions of target attribute. Finally, as shown in Fig-
ure 3(c), we combine these two biased directions by some
appropriate combination coefficients. By ‘appropriate’, we
mean that the semantic of the target attribute can be can-
celled out to zero while only the semantics of spurious at-
tributes are remained. Theoretical guarantees for the ex-
istence of optimal combination coefficients are stated later
(Theorem 1). Note that the proposed method naturally sup-
ports multi-spurious attribute setting. To extend the method
to the multi-class setting, we can transform the problem into
multiple binary classification in bias detection stage.

Grid Search for Optimal Combination Coefficients. The
remaining question is how to find the optimal combination
coefficients. In this paper, we use the grid search method
to traverse the parameter values and then apply the different
resultant directions to a small image subset of the training
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Figure 3. Illustration of our bias detection method. (a) Latent codes for well-trained generative models encode disentangled represen-
tations, and moving the latent codes along the normal vector n of the learned classification boundary w™ can edit the target attribute of
images. (b) The learned boundary w™ will be biased if the training data is biased, and the bias degree of boundary w* is influenced by the
regularization strength A. (c) By choosing the appropriate coefficients (c},c3 ), we can combine two biased boundaries (w3, w3) into a
new boundary w.ms that is only dependent of the spurious attributes. So the direction n.cms, the normal vector of w5, only encode the
semantics of spurious attributes. (d) To find the optimal coefficients (ci, c3 ), we perform grid search with the help of a reference model.

data. In order to judge whether the components of the target
attribute semantics in the direction are cancelled out, we
can utilize the artificial judgment or a reference model, as
shown in Figure 3(d). More implementation details of grid
search for coefficients selection are stated in Experiments.

Remark. We would like to emphasize that previous work
has theoretically demonstrated that a model cannot be guar-
anteed to be fair with only target attribute labels [40], sug-
gesting that introducing additional information is necessary.
Note that the cost of the additional information we used is
very low. For artificial judgment, only several images needs
to be manually judged. As for the reference model, it is
not necessary to have high accuracy. There are many open
source vision-language foundation models available such as
CLIP [57] that can be used to evaluate the changes to the
target attributes after editing by zero-shot prediction. Actu-
ally, the assumption of reference model is commonly used
in fairness studies [6] since it is easy to obtain in practice.

3.3. Theoretical Justification for Bias Detection

Here we provide a theoretical justification for the above bias
detection method in a common setting [62]. Without loss of
generality, we start from the setup that both target attribute
y € {1,—-1} and spurious attribute s € {1,—1} are binary.
Consider that the training dataset of size n is divided into

four groups: two majority groups with s = y, each contain-
iNg 7mq;/2 samples, and two minority groups with s = -y,
each containing n,,;,, /2 samples. We define the bias degree
of data as 3 = nmaj/(Mmaj + Nmin) € [1/2,1). The larger
the 3, the stronger the correlation between s and y in the
training data. We say the data is unbiased if 2 = 1/2. Given
a well-trained GAN model, each group has its own distri-
bution over latent codes z = [2z,,z] € R?? consisting of
stable features z, € R? generated from the target attribute
y, and spurious features z, € R? generated from the spuri-
ous attribute s:

zy |y~ N(yl,001,), (1)
z| s~ N(s1,021a). 2

To get the classification boundary hyperplane, we use regu-
larized logistic regression with optimization objective:

: A
min B ) [log(1+exp(-ywz))]+ Zllwlz, ()

where w = [w,, w,] are linear classifier parameters and
A > 0 controls regularization strength. The parameters of
learned classifier are denotes as w* = [w;;, w; ], and we de-
fine the bias degree of the classifier as 8.5 = [|wil|/||w;]| €
[0, +00). The larger B. is, the more spurious attribute in-
formation the learned classifier uses, and thus the greater

228900



the degree of deviation of the classification boundary hy-
perplane in latent space. The classifier is unbiased if and
only if 8,7 = 0. Then we have the following theorem:

Theorem 1 (Optimal combination coefficients’ existence).
The learned classifier with optimization objective 3 is bi-
ased (i.e., Boy > 0), if the data is biased (i.e., § > 1/2).
Moreover, there exists optimal combination coefficients
(ci,c3) € R? such that ey = ciwi - chwy = [0,1]
is dependent of s and independent of y, if A1 < g, where
w; and w} are parameters of linear classifiers trained with
regularization strengths A1 and Ao, respectively.

Please refer to Appendix for proof. The optimal com-
bination coefficients yield a classifier of potential spurious
attributes in latent space, independent of the target attribute.
Theorem 1 reveals the existence of optimal combination
coefficients, laying a foundation for the proposed traversal
search-based method for bias detection.

3.4. Bias Mitigation via Generative Augmentation

To prevent the model from learning or amplifying poten-
tial bias in the training data, we first learn fair representa-
tions that contain as little spurious attributes information as
possible. Note that the obtained optimal combined direc-
tion n.,p can be used to manipulate the spurious attributes
of images while keeping the target attribute unchanged.
Following this, our idea is to train a representation model
E(-, ¢) with invariance to changes in spurious attributes.

We implement this idea based on contrastive learning, as
shown in Figure 4. Specifically, for each image @ in training
dataset with latent code z, we perform random augmenta-
tion, including not only the traditional strategies 7°(+) such
as random clipping, but also the generative augmentation of
spurious attributes via direction n.,,. By this way, in each
iteration, we can get the augmented positive sample pair
' =T(G(z+dnemy)) and " = T(G(z - &'"nemp)),
where o' and o’ are uniformly sampled from [«;, v, ], and
ay, € R* are hyperparameters controlling the variation
range of spurious attributes’ semantics. Then, we train a
fair encoder E(-, ¢) by minimizing the distance between
representations of positive samples on training dataset. Fi-
nally, we train a linear classifier C'(-, w) on the top of frozen
encoder E(-, ¢) on training dataset for fair classification.

Notably, The degree for spurious attributes manipulation
follows a uniform distribution rather than a single point.
This distributionally generative augmentation provides finer
supervision information as guidance for fair representation
learning, thus helping to improve representation quality. We
used techniques such as momentum update and stopping
gradient like previous works [5, 18] in our implementation.

-

close

=

Encoder

-3
[ Generator )

G(z— d'ngyp) x'"

—— forward propagation backpropagation for optimization

*Momentum update is used for encoder to avoid collapsed solutions.
Figure 4. Distributionally generative augmentation for fair
representation learning. For each image, we edit its spurious at-
tributes by using the combined semantic direction 7.mp in latent
space. The editing degrees o’ and o’ are randomly sampled from
a uniform distribution. We also perform traditional augmentation
T'(+) such as random clipping. The encoder is trained to learn fair
and effective representations by closing the distance between aug-
mented views. We use momentum encoder to avoid collapsing.

4. Experiments
4.1. Datasets

To validate our method, we did experiments on identical
three datasets that were utilized in prior studies [55, 58, 81].
CelebA [46] is a common dataset used for FAC. Each image
has 40 binary attributes labels. Following the setting of the
previous works [42, 58, 72], we select Smiling, Blond Hair,
Black Hair, Male and Young as the target attributes, and set
Male and Young as spurious attributes. Besides, to verify the
performance of our method in the setting of multi-target la-
bels and multi-spurious attributes, we also set { Blond Hair,
Black Hair} as target attributes and {Male, Young} as spu-
rious attributes respectively. For each experiment, we ran-
domly sample a biased subset as training dataset with size
of 20,000 images, where the majority group and minority
group have 90% and 10% of the sample size respectively.
We report performance on the whole original test dataset.

UTK-Face [82] contains over 20k facial images, each with
attributes labels. Following the experimental setup in the
previous works [30, 55], we define a binary spurious at-
tribute Ethnicity based on whether the facial image is white
or not. The task is to predict the Gender. We randomly
sample a biased subset consisting of 10,000 images, with
the same bias degree as CelebA. We also construct a bal-
anced and unbiased test dataset consisting of 3,200 images.
Dogs and Cats dataset is widely used for general bias mit-
igation [33, 55, 81]. It contains dog and cat images with
additional annotations for partial images about the color of
dog/cat is bright or dark. The task is to predict if the im-
age is a cat or a dog and the spurious attribute is color. The
biased training set consists of 400 bright cat images, 3,600
bright dog images, 3,600 dark cat images, and 400 dark cat
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Figure 5. Bias detection results on CelebA dataset. The constructed training dataset is biased, where 75% Smiling images are Fe-
male&Young and 75% Non-smiling images are Male&Non-young. We only have labels of target attribute Smiling. By utilizing the pro-
posed bias detection method, we obtain the combined direction and edit training images. It can be observed that the changes of gender and
age are faithfully reflected in image space, illustrating which attributes are spurious attributes explicitly and thus enhancing interpretability.

images. The balanced test set consists of 2,400 images.

4.2. Evaluation Metrics

Our goal is to learn a fair and accurate FAC model. In this
paper, we use equalized odds (EO) [21], one of the most
commonly used notion of group fairness [16], as the fair-
ness metric. Following [30], we extend EO to multi-target
attribute and multi-spurious attribute setting:

nax |Pi(Y=9|Y=y)-Ps(Y=9|Y=y)], @
Vst ,sieS

where Y is ground truth, Y is predictive label given by the
classifier, and s’, s/ € S is the value of spurious attributes.
A smaller EO means a fairer classifier. We also report the
worst-group accuracy defined as:

min P,(Y =y |Y =y), (5)
W

Besides, we use accuracy (%) to measure the model utility.

4.3. Bias Detection Results on Facial Datasets

Bias Detection Results. Consider that the task is to pre-
dict whether a given facial image is Smiling or not. The
training dataset is constructed to be biased, where the target
attribute Smiling statistically correlates with two potential
spurious attributes Male and Young. Note that only target
attribute labels are available during training. We use the
proposed bias detection method to obtain the combined se-
mantic direction, and edit the training images to detect the
bias. The results on CelebA are shown in Figure 5. We can
observe that the changes of the potential spurious attributes
Male and Young are faithfully reflected in the image space.

c1/es 05 06 07 08 09 10 1.1 1.2 13 14 15
consistency (%) 73.0 76.0 78.5 83.0 84.5 83.5 83.0 82.5 81.0 77.5 76.5

Table 1. Grid search results for optimal combination coefficients.

Implementations. We perform grid search for the optimal
combination coefficients cj, c5 such that the combined di-
rection ¢ — c512 only contains semantics of spurious at-
tributes. The criterion is to make the target attribute match
most consistent before and after editing, that is, to make the
changes of the target attributes as little as possible. In order
to improve efficiency, we randomly sample only 100 images
from the training dataset. For each search, we edit them
positively and negatively respectively by the combined di-
rection to get 200 edited images. Then we predict their tar-
get labels by using CLIP as reference model with prompts
“A face with/without smile”. For ease of search, we rewrite
the combined direction as ¢1(n1 — ca/cins). So we only
need to search for ¢o /¢y (from 0.5 to 1.5 with unit 0.1). The
results are shown in Table 1. We set ¢1/cy = 0.9, which
makes the target attribute change the least after editing.

4.4. Classification Results on Facial Datasets

Main Results. The classification results on CelebA and
UTKFace datasets are shown in Table 2. We measure clas-
sification accuracy (Acc.), the worst-group accuracy (Wst.),
and EO of trained FAC models. We find that ERM achieves
good accuracy but suffer from severe unfairness. We also
compare our method with various state-of-the-art debias-
ing baselines that do not require spurious attribute labels
including regularization-based methods (CVaR DRO [38]
and EIIL [8]) and reweighting-based methods (LfF [52],
JTT [42], and MAPLE [85]). We find that although these
debiasing methods improve fairness to some extent, they
sacrifice accuracy more or less. Compared with them, our
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T=s/S=m T=s/S=y T=b/S=m T=a/S=y T=m/ S=y T=y/S=m  T=b&a&r/S=m T=s/S=m&y T=g/S=e
Method Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO Acc. Wst. EO
ERM [23] 88.2 70.1 25.3 88.3 71.5 15.6 84.2 73.3 17.1 82.8 70.1 19.4 97.2 92.8 5.4 77.7 42.0 52.0 90.6 69.3 24.1 87.3 60.4 33.8 91.4 83.5 12.2

CVaR DRO [38] 87.3 74.0 22.8 87.0 76.1 13.9 84.0 73.9 15.5 81.4 71.8 15.2
87.9 75.6 19.7 87.9 72.5 13.3 84.1 73.9 15.7 81.9 73.3 14.4
LfF [52] 87.1 77.5 17.0 85.3 72.9 14.3 84.0 74.0 15.1 82.4 72.5 14.2
88.0 74.8 19.4 87.6 73.3 14.2 83.9 74.1 16.7 81.1 71.1 16.6
MAPLE [85] 88.1 72.0 19.6 88.1 73.6 13.6 83.7 73.9 14.7 82.4 74.7 13.8
88.4 81.9 7.4 89.1 785 9.5 84.5 74.5 13.5 83.6 78.6 10.8

EIL[8]
JTT [42]

DiGA (ours)

96.5 93.0 5.3 75.4 42.3 48.8 90.0 71.8
96.2 933 49 77.5 45.6 39.2 904 71.5
97.1 92.9 5.1 77.4 442 43.6 89.8 70.8 20.5
97.0 92.4 5.8 76.3 43.6 47.7 88.3 69.1 233
97.1 92.9 4.8 76.3 46.2 43.5 89.9 72.8 18.6
97.4 94.8 4.3 80.0 51.3 33.3 90.7 79.7 15.8

22.0
22.0

86.3 64.0 28.4 90.6 84.5 11.9
86.4 60.8 19.7 89.2 843 83
85.0 62.5 26.6 86.7 84.6 11.1
87.3 61.0 31.0 90.5 85.0 10.4
86.0 64.8 31.2 89.4 853 9.4
88.4 75.8 15.6 92.7 89.0 6.8

Table 2. Classification results on facial datasets. We use classification accuracy (Acc.), the worst-group accuracy (Wst.), and equalized
odds (EO) to measure the performance of FAC model on CelebA and UTKFace datasets. T and S represent target and spurious attributes,
respectively. s, b, a, r, m, y, g, and e respectively denote Smiling, Blond Hair, Black Hair, Brown Hair, Male, Young, Gender, and Ethnicity.
The spurious attribute labels are unavailable for all methods during training. All the results are the averaged scores over five runs.
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Figure 6. Classification results on CelebA dataset under different
, where nnq; and Nnin

degrees of data bias. Data bias 3 := —mad
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respectively denote the sample size of majority and minority groups.

DiGA achieves better performance in terms of accuracy, the
worst-group accuracy, and EO in various settings.
Robustness to Data Bias Degree. In Figure 6, we show
the robustness of different algorithms to the degree of data
bias 8 on CelebA (T=s, S=m), where ( is defined as the
proportion of the majority group sample to the total sample.
We can observe that our method achieves state-of-the-art
performance in terms of accuracy and fairness under var-
ious data bias degrees. Moreover, as the degree of data
bias increases, the EO gap between the compared baselines
and our method gradually increases. This shows that our
method has better robustness to the degree of data bias.
Semi-supervised Classification Results. Our approach re-
lies only on the target labels without the need for additional
annotations. However, target labels are not always available
due to annotation costs, which motivates us to test the per-
formance of different methods under the setting of incom-
plete target labels. We set different label ratios, as shown
in Table 3. Compared with baselines, our method has better
robustness to ratio of target labels. The reason may be that
our method trains encoder in self-supervised way, while the
target labels are only used to train the linear classifiers.

4.5. T-SNE Visualization

To further explain how our method works, we provide vi-
sualization of the learned representations via t-SNE [68] in
Figure 7. We divide the CelebA dataset into four groups in

Table 3. Classification results on CelebA dataset (T=s, S=m)
under settings of incomplete target labels. We set the label
ratio of target attribute as 50%, 25%, and 10% respectively.

terms of target and spurious attributes and randomly sample
500 images from each group. We find that traditional rep-
resentation learning method BYOL [ 18] learns information
of spurious attributes, so that the representations trained by
BYOL can be divided by the spurious attributes. In contrast,
the representations learned by ours contain less information
of spurious attributes, thus contributing to fair classification.

4.6. Ablation Studies

Ablation Studies on Generative Augmentation. The ab-
lation study results of generative augmentation on CelebA
dataset (T=s, S=m) are shown in Figure 8. Our approach
has advantages in the following aspects: (1) Comparison
with traditional augmentation. Compared with the typical
contrastive learning BYOL [18] that only performs tradi-
tional augmentation (e.g., random cropping), our method
achieves better accuracy and fairness thanks to the fairness-
aware generative augmentation. (2) Comparison with single
point augmentation. Compared with single point genera-
tive augmentation [81], our distributionally generative aug-
mentation achieves better accuracy and fairness. Because it
considers a wider data distribution and provides more su-
pervision information for fair representation learning. (3)
Trade-off between accuracy and fairness. We can flexibly
balance accuracy and fairness via the range of augmentation
degree, while larger degree result in a fairer model.

Ablation Studies on Sampling Ratio for Efficient Model-
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Figure 7. T-SNE visualization for the learned representations
on CelebA (T=s, S=m). Compared with BYOL, the representa-
tions trained by ours contain less information of spurious attributes.
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Figure 9. Empirical studies of sample ratio used for generative
modeling. For efficiency, we can randomly sample a subset to train
the generative model, with little final performance degradation.

ing. To improve the efficiency of generative modeling, we
implement the sampling strategy. Specifically, we randomly
sample a subset to train the generative model and obtain the
combined semantic direction. The final classification results
on CelebA dataset (T=s, S=m) are shown in Figure 9. We
can observe that the performance of our method decreases
very little even when the sampling ratio is small (e.g., 10%).
Ablation Studies on Regularization Strength. In Table 4,
we show the classification results by using different regu-
larization strengths. It shows that our method can achieve
good results as long as A\; is much smaller than As.

4.7. General Bias Mitigation on Non-facial Dataset

To verify the effectiveness of our method on visual data
other than faces, we perform experiments on Dogs and Cats
dataset, where the target and spurious attributes are Species
and Color respectively. The classification results are shown
in Table 5. Our method achieves better accuracy and fair-
ness than other compared baselines, and it bodes well for
the potential of our approach for general bias mitigation.

5. Conclusions

In this paper, we proposed a generation-based two-stage
framework to train a fair FAC model on biased data without

EO (%)

25 - [ ]
2 @ ErM 0 €[0,2]
15 ' BYOL & 0 €[1,3] Aiy *
10 =3 * o €[24] A
Aa=4 &a€[35 *
5 A a=5 * o €[4,0] *
0 Ace.

8 8.5 87 875 88 885 89 (%)
Figure 8. Ablation studies on generative augmentation. A and
Y respectively denote single point generative augmentation strat-
egy and our distributionally generative augmentation strategy.

Acc. Wst. EO T=s/S=c
S wrere Mo T
llurans  Cw o)
amserd 558 851 48 T 93 72 201
Moierd BER3T4 b6 o 884 811 78

Table 5. Classification results
on non-facial dataset Dogs
and Cats. s denotes the target
attribute Species and ¢ denotes
the spurious attribute Color.

Table 4. Ablation studies of
regularization strength A\, \2
on CelebA (T=s, S=m). We set
several groups of A1, A2, where
A1 is much smaller than Ao.

additional annotations. In the first stage, we detect the spuri-
ous attributes via generative models. Our method enhances
interpretability by explicitly representing the spurious at-
tributes in the image space. In the second stage, for each
image, we first edit its spurious attributes, where the editing
degree follows a uniform distribution. Then we train a fair
FAC model by promoting its invariance to these augmenta-
tion. Extensive experiments on the three datasets demon-
strate the effectiveness of our approach. In future work, we
aim to extend our method to support various visual data,
with the help of rapidly developing generative models.
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