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Figure 1. The proposed FreGS mitigates the over-reconstruction of Gaussian densification and renders images with much less blur and
artifact as compared with the 3D Gaussian splatting (3D-GS). For the two sample images from Mip-NeRF360 [2], (a) and (b) show the
Rendered Image and the Gaussian Visualization of the highlighted regions, as well as the Spectra of over-reconstructed areas in the rendered
image by 3D-GS and corresponding areas in FreGS. The Gaussian Visualization shows how the learnt rasterized 3D Gaussians compose
images (all Gaussians are rasterized with full opacity). The Spectra are generated via image Fourier transformation, where the colour
changes from blue to green as the spectrum amplitude changes from small to large.

Abstract

3D Gaussian splatting has achieved very impressive per-
formance in real-time novel view synthesis. However, it of-
ten suffers from over-reconstruction during Gaussian den-
sification where high-variance image regions are covered
by a few large Gaussians only, leading to blur and arti-
facts in the rendered images. We design a progressive fre-
quency regularization (FreGS) technique to tackle the over-
reconstruction issue within the frequency space. Specif-
ically, FreGS performs coarse-to-fine Gaussian densifica-
tion by exploiting low-to-high frequency components that
can be easily extracted with low-pass and high-pass filters
in the Fourier space. By minimizing the discrepancy be-
tween the frequency spectrum of the rendered image and the
corresponding ground truth, it achieves high-quality Gaus-
sian densification and alleviates the over-reconstruction of

*Shijian Lu is the corresponding author.

Gaussian splatting effectively. Experiments over multiple
widely adopted benchmarks (e.g., Mip-NeRF360, Tanks-
and-Temples and Deep Blending) show that FreGS achieves
superior novel view synthesis and outperforms the state-of-
the-art consistently.

1. Introduction

Novel View Synthesis (NVS) has been a pivotal task in the
realm of 3D computer vision which holds immense signif-
icance in various applications such as virtual reality, im-
age editing, etc. It aims for generating images from ar-
bitrary viewpoints of a scene, often necessitating precise
modelling of the scene from multiple scene images. Lever-
aging implicit scene representation and differentiable vol-
ume rendering, NeRF [21] and its extension [1, 2] have re-
cently achieved remarkable progress in novel view synthe-
sis. However, NeRF is inherently plagued by long train-
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ing and rendering time. Though several NeRF variants
[5,7,9,22,26] speed up the training and rendering greatly,
they often sacrifice the quality of rendered images notably,
especially while handling high-resolution rendering.

As a compelling alternative to NeRF, 3D Gaussian splat-
ting (3D-GS) [16] has attracted increasing attention by of-
fering superb training and inference speed while main-
taining competitive rendering quality. By introducing
anisotropic 3D Gaussians together with adaptive density
control of Gaussian properties, 3D-GS can learn superb
and explicit scene representations for novel view synthe-
sis. It replaces the cumbersome volume rendering in NeRF
by efficient splatting, which directly projects 3D Gaussians
onto a 2D plane and ensures real-time rendering. However,
3D-GS often suffers from over-reconstruction [16] during
Gaussian densification, where high-variance image regions
are covered by a few large Gaussians only which leads to
clear deficiency in the learnt representations. The over-
reconstruction can be clearly observed with blur and arti-
facts in the rendered 2D images as well as the discrepancy
of frequency spectrum of the render images (by 3D-GS) and
the corresponding ground truth as illustrated in Fig. 1.

Based on the observation that the over-reconstruction
manifests clearly by the discrepancy in frequency spectra,
we design FreGS, an innovative 3D Gaussian splatting tech-
nique that addresses the over-reconstruction by regularizing
the frequency signals in the Fourier space. FreGS intro-
duces a novel frequency annealing technique to achieve pro-
gressive frequency regularization. Specifically, FreGS takes
a coarse-to-fine Gaussian densification process by anneal-
ing the regularization progressively from low-frequency
signals to high-frequency signals, based on the rationale that
low-frequency and high-frequency signals usually encode
large-scale (e.g., global patterns and structures which are
easier to model) and small-scale features (e.g., local details
which are harder to model), respectively. The progressive
regularization strives to minimize the discrepancy of fre-
quency spectra of the rendered image and the correspond-
ing ground truth, which provides faithful guidance in the
frequency space and complements the pixel-level L1 loss in
the spatial space effectively. Extensive experiments show
that FreGS mitigates the over-reconstruction and greatly
improves Gaussian densification and novel view synthesis
as illustrated in Fig. 1.

The contributions of this work can be summarized in
three aspects. First, we propose FreGS, an innovative
3D Gaussian splatting framework that addresses the over-
reconstruction issue via frequency regularization in the fre-
quency space. To the best of our knowledge, this is
the first effort that tackles the over-reconstruction issue of
3D Gaussian splatting from a spectral perspective. Sec-
ond, we design a frequency annealing technique for pro-
gressive frequency regularization. The annealing performs

regularization from low-to-high frequency signals progres-
sively, achieving faithful coarse-to-fine Gaussian densifica-
tion. Third, experiments over multiple benchmarks show
that FreGS achieves superior novel view synthesis and out-
performs the 3D-GS consistently.

2. Related Work
2.1. Neural Rendering for Novel View Synthesis

Novel view synthesis aims to generate new, unseen views
of a scene or object from a set of existing images or view-
points. When deep learning became popular in early days,
CNNs were explored for novel view synthesis [12, 27, 32],
e.g., they were adopted to predict blending weights for im-
age rendering in [12]. Later, researchers exploit CNNs for
volumetric ray-marching [14, 29]. For example, Sitzmann
et al. propose Deepvoxels [29] which builds a persistent 3D
volumetric scene representation and then achieves render-
ing via volumetric ray-marching.

Recently, neural radiance field (NeRF) [21] has been
widely explored to achieve novel view synthesis via implicit
scene representation and differentiable volume rendering.
It exploits MLPs to model 3D scene representations from
multi-view 2D images and can generate novel views with
superb multi-view consistency. A number of NeRF variants
have also been designed for handling various challenging
conditions, such as dynamic scenes [6, 8, 10, 24, 33], free
camera pose [3, 19, 20, 38, 39] and few shot [4, 15, 23, 36],
antialiasing [2]. However, novel view synthesis with NeRF
often comes at the expense of extremely long training and
rendering times. Several studies [5, 7, 9, 13, 22, 26] at-
tempt to reduce the training and rendering times. For ex-
ample, KiloNeRF [26] speeds up NeRF rendering by uti-
lizing thousands of tiny MLPs instead of one single large
MLP. Chen et al. [5] leverage 4D tensor to represent full
volume field and factorize the tensor into several compact
low-rank tensor components for efficient radiance field re-
construction. Muller et al. propose InstantNGP [22] which
introduces multi-resolution hash tables to achieve fast train-
ing and real-time rendering. However, most aforementioned
work tends to sacrifice the quality of synthesized images es-
pecially while handling high-resolution rendering.

As a compelling alternative to NeRF, 3D Gaussian splat-
ting [16] introduces anisotropic 3D Gaussians and efficient
differentiable splatting which enables high-quality explicit
scene representation while maintaining efficient training
and real-time rendering. However, the over-reconstruction
of 3D Gaussians during Gaussian densification often intro-
duces blur and artifacts in the rendered images. Our FreGS
introduces progressive frequency regularization with fre-
quency annealing to mitigate the over-reconstruction issue,
enabling superior Gaussian densification and high-quality
novel view synthesis.
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Figure 2. Overview of the proposed FreGS. 3D Gaussians are initialized by structure-from-motion. After splatting 3D Gaussians, we
can obtain 2D Gaussians and then leverage standard a-blending for rendering. Frequency spectra F and F are generated by applying
Fourier transform to rendered image I and ground truth I, respectively. Frequency regularization is achieved by regularizing discrepancies
of amplitude |F (u, ’U)’ and phase/ F'(u, v) in Fourier space. A novel frequency annealing technique is designed to achieve progressive
frequency regularization. With low-pass filter H; and dynamic high-pass filter H},, low-to-high frequency components are progressively
leveraged to perform coarse-to-fine Gaussian densification. Note, the progressive frequency regularization is complementary to the pixel-
wise loss between I and I. The red dashed line highlights the regularization process for Gaussian densification.

2.2. Frequency in Neural Rendering

NeRF has been widely explored in the frequency space.
For example, [21] exploits sinusoidal functions of vary-
ing frequencies to encode inputs, overcoming the constraint
of neural networks which often struggle to learn high-
frequency information from low-dimensional inputs [30,
31, 37]. Several NeRF variants [19, 24, 34-36] also demon-
strate the importance of learning in the frequency space
under various challenging scenarios. For example, BARF
[19] gradually increases frequency for learning NeRF with-
out camera poses. WaveNeRF [35] introduces wavelet fre-
quency decomposition into multi-view stereo for achieving
generalizable NeRF. Differently, FreGS boosts 3D Gaussian
splatting in the frequency space, demonstrating that pro-
gressive frequency regularization with frequency anneal-
ing can lead more effective Gaussian densification and ad-
vanced novel view synthesis.

3. Proposed Method

We propose FreGS, a novel 3D Gaussian splatting with pro-
gressive frequency regularization which is the first to alle-
viate the over-reconstruction issue of 3D Gaussian splatting
from frequency perspective. Fig. 2 shows the overview of
FreGS. The original 3D Gaussian splatting [16] (3D-GS),
including Gaussian densification, is briefly introduced in
Sec. 3.1. In Sec. 3.2, we first reveal the reason for the
effectiveness of frequency regularization in addressing the
over-reconstruction issue and improving Gaussian densifi-
cation. Then, we describe amplitude and phase discrep-
ancies employed for frequency regularization within the

Fourier space. To reduce the difficulty of Gaussian densifi-
cation, we design frequency annealing technique (Sec. 3.3)
to achieve progressive frequency regularization, which can
gradually exploit low-to-high frequency components to per-
form coarse-to-fine Gaussian densification.

3.1. Preliminary

3D Gaussian Splatting. 3D-GS models scene representa-
tions explicitly with anisotropic 3D Gaussians and achieves
real-time rendering by efficient differentiable splatting.
Given a sparse point cloud generated by structure-from-
motion [11, 28], a set of 3D Gaussians is created, each of
which is represented by a covariance matrix 3, center posi-
tion p, opacity « and spherical harmonics coefficients rep-
resenting color ¢, where the covariance matrix X is repre-
sented by scaling matrix and rotation matrix for differen-
tiable optimization.

Gaussian densification aims to transform the initial
sparse set of Gaussians to a more densely populated set,
enhancing its ability to accurately represent the scene. It
mainly focuses on two cases. The first is the regions
with missing geometric features (corresponding to under-
reconstruction) while the other is the large high-variance
regions covered by a few large Gaussians only (correspond-
ing to over-reconstruction). Both of these cases result in
inadequate representation of regions within scenes. For
under-reconstruction, Gaussians are densified by cloning
the Gaussians, which increases both the total volume and
the number of Gaussians. For over-reconstruction, Gaus-
sian densification is achieved by dividing large Gaussians
into multiple smaller Gaussians, which keeps the total vol-
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Figure 3. Average pixel gradients within over-reconstruction re-
gions and well-reconstruction regions in scene ‘Bicycle’. The
curve with circle (w/o frequency regularization (FR)) represents
the method equivalent to 3D-GS [16], which utilizes pixel-wise L1
loss in the spatial domain only. As the Gaussian densification is
terminated after the 15000¢th iteration as in 3D-GS, we only show
comparisons before the 15000¢h iteration. It can be observed that
the frequency regularization can increase the pixel gradient within
over-reconstruction regions significantly. Thus, compared with L1
loss, the frequency regularization shows superior capability in re-
vealing the over-reconstruction region.

ume but increases the number of Gaussians.

For rendering, 3D Gaussians are projected to a 2D plane
by splatting. The rendering can then be achieved via the
a-blending. Specifically, the color C' of a pixel can be com-
puted by blending N ordered 2D Gaussians that overlap the
pixel , which can be formulated by:

1—1
C=> coi [J(1-ay), (D
iEN j=1

where the color ¢; and «; are calculated by multiplying the
covariance matrix of i-th 2D Gaussian by per-point spheri-
cal harmonics coefficients and opacity, respectively.

3.2. Frequency Regularization

In this section, we first explore the reason why 3D-GS leads
to over-reconstruction. We compute the average gradient
of pixels within the over-reconstruction regions, tracking
its changes as training progresses. As Fig. 3 shows, with a
naive pixel-wise L1 loss, the average gradient could be quite
small although the regions are not well reconstructed, which
misleads the Gaussian densification. Specifically, the small
pixel gradients are back-propagated to 2D splats for this
pixel and the corresponding 3D Gaussians. As Gaussian

densification is not applied to Gaussians with small gradi-
ents [16], these Gaussians cannot be densified through split-
ting into smaller Gaussians, leading to over-reconstruction.
The consequence of over-reconstruction is an insufficient
representation of regions, marked by deficiencies in both
overall structure (low-frequency information) and details
(high-frequency information). Compared with pixel space,
the over-reconstruction region can be better revealed in
frequency space by explicitly disentangling different fre-
quency components. Thus, it is intuitive to guide the Gaus-
sian densification by explicitly applying regularization in
frequency domain. Fig. 3 shows that the average pixel gra-
dient increases significantly with frequency regularization,
demonstrating its effectiveness. We thus conclude that with
frequency regularization, Gaussians can be adaptively den-
sified in the over-reconstruction regions. In contrast, L1 loss
cannot differentiate over-reconstructed regions from well-
reconstructed ones, leading to many redundant Gaussians
created in well-reconstructed regions.

Based on the above analysis, we design FreGS which
aims to boost 3D Gaussian splatting from frequency per-
spective. Specifically, it alleviates over-reconstruction and
improves Gaussian densification by minimizing the discrep-
ancy between the frequency spectrum of rendered images
and corresponding ground truth. Amplitude and phase,
as two major elements of frequency, can capture differ-
ent information of the image. Therefore, we achieve
the frequency regularization by regularizing the amplitude
and phase discrepancies between rendered images I e
RHXWXC and ground truth I € RT*WXC within Fourier
space.

Here, we detail the amplitude and phase discrepancies.
We first convert I and I to corresponding frequency repre-
sentations F' and F by 2D discrete Fourier transform. Take
I as an example:

1

F(u,v) = z_:
=0

where (x,y) and (u,v) represent the coordinates in an
image and its frequency spectrum, respectively. I(z,y)
and F'(u,v) denote the pixel value and complex frequency
value, respectively. Then, F'(u, v) can be expressed in terms
of amplitude | F'(u, v)| and phase ZF (u,v) as below:

w-1 ’
> Iay)- e eEE) )
y=0

|F(u,v)| = V/Re(u,v)? 4 Im(u,v)? 3)

Im(u,v)
Re(u,v)

where I'm(u,v) and Re(u,v) represent the imaginary com-
ponents and the real components of F'(u, v).

The amplitude and phase discrepancies (denoted as d,
and d),) between the rendered image I and the ground truth

/F(u,v) = arctan( )s 4
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Figure 4. The comparison of different frequency regulariza-
tions. The naive frequency regularization directly employs am-
plitude and phase discrepancies without distinguishing between
low and high frequency. The proposed progressive frequency reg-
ularization introduces frequency annealing technique to achieve
low-to-high frequency regularization for coarse-to-fine Gaussian
densification. It can be observed that the proposed progressive
frequency regularization can achieve finer Gaussian densification
and superior novel view synthesis. Zoom in for best view.

I can be obtained with the Euclidean metric. Besides, we
compute the amplitude and phase of all frequency compo-
nents to assess the disparities accurately, which are then av-
eraged to derive the final discrepancies as follows:

| Hoawe X

d, = TEW 2 2 |F(u,v)‘ — |F(u,v)“ (5)
| Ho1wed R

d, = TEW LF(u,v) — ZF (u,v)|, (6)

where F'(u,v) and F(u,v) denote the complex frequency
value of I and I, respectively.

3.3. Frequency Annealing

Though naively adopting the amplitude and phase discrep-
ancies (without distinguishing between low and high fre-
quency) as the frequency regularization can mitigate over-
reconstruction to some extent, it still suffers from restricted
Gaussian densification and significantly biases 3D Gaussian
splatting towards undesirable artifacts (as shown in Fig. 4).
As low and high frequency relates to large-scale features
(e.g., global patterns and structures) and small-scale fea-
tures (e.g., local details), respectively, we design frequency

annealing technique to perform progressive frequency regu-
larization, which gradually leverages low-to-high frequency
to achieve coarse-to-fine Gaussian densification. With fre-
quency annealing technique, superior Gaussian densifica-
tion can be achieved as shown in Fig. 4.

Specifically, to achieve frequency annealing, we incor-
porate the low-pass filter H; and dynamic high-pass filter
Hj, in Fourier space to extract low and high frequency (de-
noted as LF'(u,v) and HF(u, v)), respectively.

LF(U,’U) = F(u,'v)Hl(u, ”U) (7)

HF(u,v) = F(u,v)Hp(u,v). 8)

The corresponding amplitude and phase discrepancies for
low and high frequency can then be formulated as follows:

1 H-1W-1 ~

dio = \/W; @; |LF(u,u){—|LF(u,v)|’ 9)
1 H-1W-1 .

dy = N IPY /LF(u,v) — ZLF(u,v)| (10)
1 H-1W-1 .

dha = RS 2 |HF(u,v)| = |HF(u,v)|| (11)
1 H-1W-1 N

dpp = Wi ZHF(u,v)—ZHF (u,v)| (12)

where djq, dip, dnq and dy, represent low-frequency am-
plitude discrepancy, low-frequency phase discrepancy, dy-
namic high-frequency amplitude discrepancy and dynamic
high-frequency phase discrepancy, respectively.

For the progressive frequency regularization with the fre-
quency annealing, we initiate it by regularizing the low-
frequency discrepancies and then gradually integrate the
high-frequency components as the training progresses. The
gradual incorporation of high frequency can be achieved
with the dynamic high-pass filter [}, where the frequency
band range D, allowed to pass at the ¢-th (¢ € [Tp, T') iter-
ation can be expressed by:

(t —To)(D — Do)
T-T,

Dy < Dy < + Do, 13)

where Dy and D denote the maximum range allowed by
the low-pass filter and the maximum range of frequency
spectrum, respectively. Note that we take the center point
(H/2,W/2) as the coordinate origin. ¢, T and 7" represent
the current iteration, the starting and end iterations of intro-
ducing high-frequency components, respectively. Regular-

ization applied to low-to-high frequency results in coarse-
to-fine Gaussian densification. The progressive frequency
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Figure 5. Qualitative comparisons of FreGS with three state-of-the-art methods in novel view synthesis. Note that for fair comparison
as well as trade-off balance between synthesis quality and memory consumption, we train FreGS with similar number of Gaussians
as 3D-GS for these datasets (details in Sec.4.2). The comparisons are conducted over multiple indoor and outdoor scenes including
‘Garden’ and ‘Room’ from Mip-NeRF360, ‘Train” and ‘Truck’ from Tank&Temple, and ‘Drjohnson’ from Deep Blending. ‘GT’ denotes

the ground-truth images. FreGS achieves superior image rendering with much less artifacts but more fine details.

regularization £ ¢ can be formulated as follows:

dig +dpp),0 <t < T
Cf: {wl( l l;o) 0 (14)

wi(dia + dip) + wp(dha + dip), t > To,

where w; and wy, represent the training weights for low fre-
quency and high frequency, respectively.

4. Experiments
4.1. Datasets and Implementation Details

Datasets For training and testing, we follow the dataset
setting of 3D-GS [16] and conduct experiments on images
of a total of 11 real scenes. Specifically, we evaluate FreGS
on all nine scenes of Mip-NeRF360 dataset [2] and two
scenes from the Tanks& Temples dataset [18]. The selected
scenes exhibit diverse styles, ranging from bounded indoor
environments to unbounded outdoor ones. To divide the

datasets into training and test sets, we follow 3D-GS and
allocate every 8th photo to the test set. The resolution of all
involved images is the same as in 3D-GS as well.

Implementation For progressive frequency regulariza-
tion, we initiate it with low-frequency amplitude and phase
discrepancies and then extend the regularization to progres-
sively encompass high-frequency amplitude and phase dis-
crepancies for fine Gaussian densification. Note, the pixel-
level L1 loss in the spatial space plus the D-SSIM term is
used in the whole training process, which complements the
proposed progressive frequency regularization in the fre-
quency space. We stop the Gaussian densification after the
15000th iteration as in 3D-GS [16]. Note that the frequency
regularization terminates once Gaussian densification ends.
For stable optimization, we start the optimization by work-
ing with an image resolution that is four times smaller than
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Datasets Mip-NeRF360 Tanks&Temples Deep Blending
Methods SSIMT PSNRT LPIPS* SSIMT PSNRT LPIPS* SSIMT PSNRT LPIPS?
Plenoxels 0.626 23.08 0.463 0.719 21.08 0.379 0.795 23.06 0.510
INGP-Base 0.671 25.30 0.371 0.723 21.72 0.330 0.797 23.62 0.423
INGP-Big 0.699 25.59 0.331 0.745 21.92 0.305 0.817 24.96 0.390
Mip-NeRF360 0.792 27.69 0.237 0.759 2222 0.257 0.901 29.40 0.245
3D-GS 0.815 27.21 0.214 0.841 23.14 0.183 0.903 29.41 0.243
FreGS(Ours) 0.826 27.85 0.209 0.849 23.96 0.178 0.904 29.93 0.240

Table 1. Quantitative comparisons on the dataset Mip-NeRF360, Tank&Temple and Deep Blending. Note that for fair comparison as
well as trade-off balance between synthesis quality and memory consumption, we train FreGS with similar number of Gaussians as

3D-GS for these datasets (details in Sec.4.2).

All methods are trained with the same training data. INGP-Base and INGP-Big refer

to the InstantNGP [22] with a basic configuration and a slightly larger network [22], respectively. 'Bestscore , second best score and

thrid best score are in red, orange and yellow respectively.

Datasets Mip-NeRF360 Tank&Temple

Methods PSNR'T SSIMT LPIPS*|PSNRT SSIMT LPIPS*
Base 2721 0815 0214 | 23.14 0.841 0.183
Base+FR 27.63 0818 0213 | 23.76 0.844 0.181
Base+FR+FA| 27.85 0.826 0.209 | 23.96 0.849 0.178

Table 2. Ablation studies of the proposed FreGS on the datasets
Mip-NeRF360 and Tank&Temple. The baseline Base adopts
pixel-level L1 loss and the D-SSIM term for 3D Gaussian splat-
ting in spatial space. Our Base+FR incorporates frequency reg-
ularization (FR) to address the over-reconstruction in the fre-
quency space. The Base+FR+FA (i.e., FreGS) further introduces
our proposed frequency annealing technique (FA) to achieve pro-
gressive frequency regularization. Note that for fair compari-
son, we train Base+FR+FA with similar number of Gaussians as
Base by increasing the gradient threshold. Besides, Base+FR and
Base+FR+FA have the same gradient threshold.

the original images as in 3D-GS. After 500 iterations, we
increase the image resolution to the original size by upsam-
pling. We adopt Adam optimizer [17] to train the FreGS and
use the Pytorch framework [25] for implementation. For
the rasterization, we keep the custom CUDA kernels used
in 3D-GS.

4.2. Comparisons with the State-of-the-Art

We compare FreGS with 3D-GS [16] as well as other four
NeRF-based methods [2, 7, 22] over various scenes in
datasets Mip-NeRF360 and Tank&Temple. For fair com-
parison as well as the trade-off balance between memory
and performance, we train FreGS with a similar num-
ber of Gaussians as 3D-GS for these datasets, which is
achieved by introducing progressive frequency regular-
ization while increasing the gradient threshold. All com-
pared methods are trained with the same training data and
hardware. Table 1 shows experimental results over the same
test images as described in Section 4.1. We can observe that
FreGS outperforms the state-of-the-art 3D-GS consistently

in PSNR, SSIM and LPIPS across all real scenes. The supe-
rior performance is largely attributed to our proposed pro-
gressive frequency regularization which alleviates the over-
reconstruction issue of Gaussians and improves the Gaus-
sian densification effectively. In addition, FreGS surpasses
Mip-NeRF360, INGP-Base, INGP-Big, and Plenoxels by
significant margins in terms of the image rendering qual-
ity. As Fig. 5 shows, FreGS achieves superior novel view
synthesis with less artifacts and finer details.

4.3. Ablation Studies

We conduct ablation experiments to examine the pro-
posed frequency regularization that mitigates the over-
reconstruction in the frequency space, as well as the fre-
quency annealing that achieves progressive frequency regu-
larization. More details are described in the following two
subsections.

Frequency Regularization We first examine how our
proposed frequency regularization affects PSNR, SSIM and
LPIPS in Gaussian splatting. First, we train a baseline
model Base that performs Gaussian splatting with a L1 loss
in the spatial space. On top of the Base, we train a model
Base+FR that incorporates our proposed frequency regular-
ization in the frequency space. As Table 2 shows, Base+FR
outperforms the Base clearly in PSNR, SSIM and LPIPS,
indicating the critical role of frequency regularization in
3D Gaussian splatting and novel view synthesis from a fre-
quency perspective.

Frequency Annealing We then examine how our pro-
posed frequency annealing affects Gaussian splatting. For
that, we train a model Base+FR+FA (i.e., FreGS) that in-
corporates the frequency annealing on top of Base+FR for
progressive frequency regularization. As Table 2 shows,
Base+FR+FA outperforms Base+FR clearly in novel view
synthesis, demonstrating the effectiveness of the frequency
annealing on progressive frequency regularization.
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Figure 6. Visualization of Gaussian densification and rendered images along the training process. The proposed FreGS improves the
Gaussian densification for over-reconstruction regions progressively and the rendered images also improve progressively with less artifacts
and finer details. We visualize both 3D-GS and FreGS at 7000, 15000, and the final 30000 training iterations for comparison. Note that the

number of Gaussians does not change any more after the 15,000th iteration due to the termination of Gaussian densification.

4.4. Visualizations

We visualize the Gaussian densification along the training
process. As Fig. 6 shows, our FreGS produces more Gaus-
sians and obtains clearly better Gaussian densification for
over-reconstruction regions and superior novel view syn-
thesis. Note that the number of Gaussians does not change
any more after the 15,000th iteration due to the termina-
tion of Gaussian densification. The visualization verifies
that the proposed progressive frequency regularization mit-
igates the over-reconstruction of Gaussians and improves
Gaussian densification effectively.

5. Conclusion

This paper presents FreGS, an innovative 3D Gaussian
splatting that explores progressive frequency regulariza-
tion to boost 3D Gaussian splatting from a frequency per-

spective. Specifically, we design a frequency annealing
technique for progressive frequency regularization, which
performs coarse-to-fine Gaussian densification by progres-
sively leveraging low-to-high frequency components that
can be easily extracted with low-pass and high-pass filters in
Fourier space. By minimizing the discrepancy between the
frequency spectrum of rendered images and the correspond-
ing ground truth, FreGS mitigates the over-reconstruction
issue and achieves superior Gaussian densification. Exper-
iments over multiple widely adopted indoor and outdoor
scenes show that FreGS achieves superior novel view syn-
thesis and outperforms the state-of-the-art consistently.
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