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Abstract

The Object Goal navigation (ObjectNav) task requires
the agent to navigate to a specified target in an unseen en-
vironment. Since the environment layout is unknown, the
agent needs to infer the unknown contextual objects from
partially observations, thereby deducing the likely location
of the target. Previous end-to-end RL methods capture con-
textual relationships through implicit representations while
they lack notion of geometry. Alternatively, modular meth-
ods construct local maps for recording the observed geo-
metric structure of unseen environment, however, lacking
the reasoning of contextual relation limits the exploration
efficiency. In this work, we propose the self-supervised
generative map (SGM), a modular method that learns the
explicit context relation via self-supervised learning. The
SGM is trained to leverage both episodic observations and
general knowledge to reconstruct the masked pixels of a
cropped global map. During navigation, the agent main-
tains an incomplete local semantic map, meanwhile, the
unknown regions of the local map are generated by the pre-
trained SGM. Based on the generated map, the agent sets
the predicted location of the target as the goal and moves to-
wards it. Experiments on Gibson, MP3D and HM3D show
the effectiveness of our method. The code is available at
https://github.com/sx-zhang/SGM .

1. Introduction
Navigating to specified targets [27, 44, 45, 55] is an essen-
tial capability for embodied AI systems to effectively ma-
nipulate and interact with real-world entities. Consequently,
the visual object goal navigation (ObjectNav) task has re-
cently gained widespread attention. In ObjectNav task, the
agent is placed in an unseen and unmapped environment,
and is tasked to navigate to an object of the user-specific cat-
egory (e.g. couch) based on the visual observations. Since
the environment is unseen, when the target is invisible, the
agent needs to infer the likely location of the target. This
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Figure 1. Agents employ SGM to ‘imagine’ details of unobserved
regions during navigation. The SGM is trained in a self-supervised
manner by predicting pixels in masked regions of sub-maps to cap-
ture contextual relations. The SGM leverages both episodic obser-
vations and general knowledge for map reconstruction.

requires the agent to learn and understand the contextual re-
lationships between objects (e.g. couches typically appear
with cushions and coffee tables), which enables it to deduce
the target’s location based on observed visual clues.

To learn the contextual relations, end-to-end reinforce-
ment learning (RL) methods embed pre-constructed object
relation graph [52, 54, 59] into the end-to-end navigation
models, or learn object associations directly via the RL
[14, 15, 33]. These pre-learned priors are implicitly en-
coded within the policy. However, since the priors are
episode-agnostic and lack geometric memory of current en-
vironment, the end-to-end RL methods exhibit limited gen-
eralization in unseen environments [32, 60]. Alternatively,
modular methods [5–7] construct an explicit semantic lo-
cal map, merging observed geometry and semantics of the
unseen environment. The agent can disregard the observed
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regions of the local map, where the target has not appeared,
which simplifies the potential state space that needs to be
explored. However, without learning the contextual object
relation, the modular methods are still limited.

Recently, some methods [37, 56, 61] attempt to intro-
duce priors of object contextual relationships into modular
methods for predicting the long-term goal. They learn the
contextual relation based on the local map by predicting the
potential frontier nearest to the target [37], estimating the
distance to the target [61], or directly anticipating the co-
ordinate of the target [56]. However, individually learn-
ing the relations of targets with supervised learning may
not be reliable, as the absolute position of targets may vary
with different room layouts. In contrast, the joint associa-
tive relations among multiple objects are more reliable, e.g.
chairs, tables, and cups are commonly found together, sim-
ilarly, couches, cushions, and coffee tables often appear in
conjunction. Therefore, we propose learning the joint con-
textual relations of the objects in a self-supervised man-
ner: without any need for data collection and labeling as
supervised learning, the model is trained to reconstruct the
masked regions of a cropped global map based on its vis-
ible neighboring regions. This preparatory phase allows it
to grasp not only individual object specifics (e.g. location
and size) but also the patterns of its contextual compan-
ions (i.e. contextual object relation) and the surrounding
environments (e.g. potential obstacle and free path). Then
the trained model can ‘imagine’ unobserved regions during
navigation to help agent deduce the target location.

In this paper, we propose self-supervised generative map
(SGM) to scale up the coverage of the local map by generat-
ing the unobserved regions, as shown in Fig. 1. Specifically,
given the global map of a training room, the global map is
cropped into sub-maps with boxes of various scales, posi-
tions and angles, then uniformly resized to a fixed scale.
Following the self-supervised learning settings of MAE
[22], certain patches of the sub-maps are randomly masked.
Our SGM is trained to predict the pixel values of the masked
patches by leveraging both episodic observations and gen-
eral knowledge. The episodic observations refer to the vis-
ible patches, which are encoded with a visual encoder, akin
to many visual pre-training studies [8, 22]. However, con-
trary to image datasets, the quantity and diversity of train-
ing scenes for ObjectNav is notably limited. To enhance the
generalization, general knowledge provided by Large Lan-
guage Models (LLMs) is also considered. Visible patches
are transformed into prompts for LLMs through a textual
template, subsequently, LLMs (e.g. GPT-4 [34], ChatGLM
[17]) predict the semantic contents of the masked patches
in text. Furthermore, text predictions (general knowledge)
and episodic observations merge via a cross-modality en-
coder. The decoder predicts the pixel values of the masked
patches based on the encoded information. Episodic ob-

servations and general knowledge are orthogonal and com-
plementary, where episodic observations provide more geo-
metric details, while general knowledge with rich semantic
prior enhances the inference of contextual categories.

During navigation, the agent maintains a local semantic
map that integrates observations of current unseen environ-
ment. Since the local map is incomplete, the trained SGM
is employed to generate the unobserved regions of the local
map. The local map is initially divided into non-overlapping
patches. Then we propose a sample strategy that priori-
tizes the patches, which are informative or adjacent to unob-
served regions. The selected patches are input into the SGM
to predict the pixel values of the unknown regions. The
agent selects the coordinates with the highest confidence
of the target in the generated map as the long-term goal.
The SGM continually generates the unknown regions based
on updated local map until the target is found. We evalu-
ate our SGM on photorealistic 3D environments of Gibson
[48], Matterport3D (MP3D) [4] and Habitat-Matterport3D
(HM3D) [49]. The experimental results demonstrate the ef-
fectiveness of our SGM in generating unknown regions and
assisting the agent in inferring the location of the target.

2. Related Works
ObjectGoal navigation. Existing visual object goal nav-
igation can be categorized into: end-to-end methods and
modular methods. The end-to-end methods learn to navi-
gate by leveraging reinforcement learning (RL) [47, 58, 62]
or imitation learning (IL) [38, 39]. Previous end-to-end RL
methods attempt to learn object relation graph [14, 52, 54,
59], visual representation [24, 26, 33], historical states rep-
resentation [16], auxiliary tasks [53] and data augmentation
[10, 32] to enhance the navigation ablility. To learn the
contextual object relation for enhancing the deducing for
target location, [52] constructs prior knowledge of object
relations from external datasets [29], and [59] builds hier-
archical object-to-zone graph. [14] proposes learning the
object relations (i.e. the edges of predefined graph) by RL
process. The learned contextual relations are implicitly en-
coded into the end-to-end model. However, lack of geom-
etry memory and low sample efficiency of RL, the gener-
alization of these methods in unseen environments remains
limited. The modular methods [5–7] maintain a geometry
semantic map for localization, memory and path planning.
Recent modular methods [37, 56, 61] aim to address ‘where
to look?’ subproblem (i.e. inferring the likely location of
the target). These methods employ supervised learning to
learn a target-related function. Based on a local map, they
predict the nearest frontier to target [37], the minimal dis-
tance to target [61] or the absolute coordinates [56] of the
target. Our SGM is also a modular method, while we learn
joint contextual relations, i.e. the SGM predicts the unob-
served regions, which contain both objects (not limited to
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target) and environments with self-supervised learning.
Several recent works attempt to predict the unobserved

regions. [36] proposes to anticipate occupancy for point
goal navigation. [19] takes a further step by adding the se-
mantic prediction via two-stage segmentation models. [28]
also predicts the unobserved semantic map, while implic-
itly encoding it into an RL-based policy. All of these works
[19, 28, 36] only predict unobserved regions of a top-down
map projected from the egocentric RGB-D view at a sin-
gle timestamp. However, our SGM has a wider prediction
scope as it predicts based on a broader local map, which in-
tegrates all historical observations. Additionally, it is worth
to highlight that our SGM is trained through self-supervised
learning, which avoids the tedious data collection and anno-
tation of imitation and supervised learning.

Self-supervised learning. Reconstructing signals from
masked inputs has been validated as an effective self-
supervised learning within the communities of NLP [2, 12,
35], CV [1, 13, 22], and multimodal pretraining [43]. We
adopt the settings of Masked Autoencoders (MAE) [22] to
train our SGM, which has demonstrated its robust capac-
ity for learning contextual associations in many visual tasks
[8, 18, 51]. Recently, there are few self-supervised works
for goal-oriented navigation tasks. [20] proposes a dis-
tance estimator from passive videos through self-supervised
learning for image goal navigation. Our SGM is proposed
for ObjectNav task, which learns the contextual object rela-
tion by self-supervised learning, thereby generating the map
of unobserved regions during navigation.

3. Approach

3.1. Task Definition

The ObjectNav task is defined as: the agent is required to
navigate to an instance of a specified object category (e.g.
potted plant) in an unseen environment. The agent is placed
at a random location at the start of an episode. At each
timestamp t, the agent receives egocentric RGB-D obser-
vations st, target object o and senor pose (xt, yt, θt), where
xt, yt and θt denote coordinates and orientation of the agent.
The agent executes a discrete action, where the action space
consists of move forward, turn left, turn right
and stop. The agent autonomously executes the action
stopwhen it determines to complete the task. A successful
episode is denoted as that, within certain number of steps,
the agent stops at a position where the distance to the target
is less than a threshold (e.g. 1m) and the target is visible in
the egocentric observation.

Our method is constructed based on the modular Ob-
jectNav architecture. The modular methods typically build
an accumulating semantic map during navigation [5] based
on the RGB-D observations, sensor poses and segmentation
models [21, 23]. The semantic map mt ∈ R(No+Ns)×H×W
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Figure 2. Self-supervised training of SGM. ‘Self’, ‘Cross’ and
‘FF’ denotes self-attention, cross-attention and feed-forward lay-
ers, respectively. The SGM is trained to predict the pixel value of
the masked patches by utilizing episodic observations and the gen-
eral knowledge from LLMs. Examples of responses from LLMs
are detailed in the supplements.

utilizes multiple channels to represent different classes,
where No denotes the number occupancy classes including
occupied and free, Ns is the number of object classes and
H , W are the map size. The semantic map aggregates the
observed object layout of the unseen environment from 0
to t. However, since the semantic map is obtained only by
partial observations of the entire environment, it is only a
subset (i.e. local map) of the global map. Therefore, when
the target is invisible, the agent needs to estimate its unob-
served surroundings based on the learned context relation
of the objects to infer the likely location of the target.

3.2. Self-supervised Generative Map

To predict the potential position of the target, the contex-
tual relations between objects can be used to generate the
unseen regions of local maps. In particular, we propose the
self-supervised generative map (SGM) to learn the context
relations of both objects and environments (e.g. obstacle
and free path) with the self-supervised setting of MAE [22].

As shown in Fig. 1, given a global map of a training
room, we first crop and sample a number of sub-maps from
it using several boxes in various scales, positions and an-
gles. Then the sub-maps are resized to a fixed scale and di-
vided into non-overlapping patches. These patches are sam-
pled without replacement by a uniform distribution strategy.
The selected patches serve as the visible patches ms, while
the remaining patches mu are masked.

To learn the contextual relation, the SGM P (mu|ms)
is trained in a self-supervised manner by reconstructing
the masked patches mu based on their visible neighboring
patches ms. As shown in Fig. 2, the proposed SGM re-
constructs the masked patches by leveraging the following
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two aspects of information: 1) episodic observations, and 2)
general knowledge from large language models (LLMs).

Episodic observations. The visible patches are embed-
ded with a linear projection and added with positional em-
beddings, and then processed with the visual encoder Ev .
The visual encoder is implemented by several Transformer
blocks of ViT [13], consisting of self-attention and feed-
forward layers. Then the episodic observations are embed-
ded as Ev(ms) = fv ∈ Rnv×nd , where nv is the num-
ber of visible patches and nd is the feature dimension. Fol-
lowing [22], the encoder only operates the visible patches,
rather than all patches. Therefore, when the ratio of visible
patches is small (e.g. 25%), the encoder consumes minimal
computing and memory resources.

General knowledge. Due to limited training environ-
ments, the quantity and diversity of available global maps
for training is considerably less than that of image datasets
[11, 29]. As a result, models trained merely on visual clues
are prone to overfitting to the limited training environments,
leading to poor generalization to unseen environments [32].
Currently, the LLMs demonstrate strong reasoning abilities
on many complex tasks [3]. In our work, we employ the
LLMs (e.g. GPT-4 [34], ChatGLM [17]) to provide gen-
eral knowledge for reasoning the contextual relation and
predicting the probable objects, thereby enhancing gener-
alization for unseen environments.

For all visible patches, an object category is considered
as observed if there is a pixel with the value of 1 existing
in the corresponding channel. Then we fill in the observed
categories into a fixed sentence template to generate the text
prompt for LLMs. For instance, when couches and chairs
are observed, the generated prompt is ‘In an indoor envi-
ronment, if couches and chairs are observed, what other
objects might be around them? Answer in one sentence.’.
The LLMs receive the text prompt and predict the probable
neighboring categories around the observed categories. The
predictions L(ms) of LLMs are further processed by To-
kenizer and embedded with pre-trained RoBERTa [30] by
EL(L(ms)) = fl ∈ Rnl×nd , where nl is the token num-
ber. Since LLMs are trained on massive data, the prediction
fl can be regarded as an episode-agnostic, general knowl-
edge. General knowledge fl provides a wealth of semantic
priors, which is orthogonal and complementary to episodic
observation fv that captures geometric details.

Fusion and anticipation. We utilize the cross-modality
encoder of LXMERT [42] to fuse fv and fl, which con-
sists of cross-attention, self-attention and feed-forward lay-
ers. The cross-attention layers are used to fuse the informa-
tion between fv and fl, which is formally given by

CrossAttn (fv, fl) = σ

(
fvWq (flWk)

T

√
nd

)
flWv (1)

where σ is the Softmax activation function, and W∗ ∈

Rnd×nd are learned parameters and biases are omitted. The
output of the cross-modality encoder serves as the final em-
bedding for all visible patches.

The decoder takes full patches (i.e. encoded visible
patches and masked patches) as the inputs, where the
masked patches are initialized to the learnable vectors of
the same size as the encoded visible patches. All patches
are added with positional embeddings that represent their
spatial locations. The decoder is also implemented by a se-
ries of Transformer blocks.

Training. The SGM is trained to predict the pixel value
of the masked patches. Given the prediction mu, the train-
ing objective for all classes (i.e. occupancy and object
classes) is given by

LBCE =
1

nu

nu∑
i=0

BCE (mu (i) , m̂u (i)) (2)

where BCE denotes the pixel-wise binary cross entropy
loss and nu is the number of masked patches. mu(i) ∈
R(No+Ns)×δ×δ represents one of the predicted patches,
where δ is the size of a patch. m̂u (i) is the ground-truth
of the masked patches, and each pixel of m̂u(i) is a binary
value. Additionally, to enhance the accuracy of predicting
the position and size of objects, an IoU loss is added specif-
ically for the object classes

LIoU =
1

nu

nu∑
i=0

IoU (mu (i,N
s) , m̂u (i,N

s)) (3)

where IoU denotes the category-level pixel-wise intersec-
tion over union loss, and mu(i,N

s) ∈ RNs×δ×δ only con-
tains the object classes. We add up all the losses to train our
SGM. The overall training objective is L = LBCE+λLIoU ,
where λ denotes the loss weights. The advantages of
our SGM are as following: 1) Data collection. The self-
supervised training eliminates the requirement for target-
oriented annotations or supervision from simulators. SGM
requires only training with cropped and randomly masked
global maps. 2) Scalability. SGM is compatible with var-
ious LLMs, allowing for concurrent improvements in our
method as LLMs advance.

3.3. ObjectNav with SGM

The trained SGM is capable of generating unobserved re-
gions based on their visible surroundings, which is utilized
to help agent deduce the unobserved regions of the local
maps during navigation.

Unobserved regions generation. At each timestamp t
during navigation, the agent constructs a local semantic map
mt (as introduced in Sec. 3.1), and each channel of mt con-
tains binary-valued pixels. The local semantic map includes
numerous unobserved regions as shown in Fig. 3, where the
pixel values of these regions are 0 across all channels.
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Given the local semantic map mt of time t, we first crop
a sub-region of mt, where the size of this region is ϵ times
that of the smallest fitting square box around the known re-
gions of mt as shown in Fig. 3. The ϵ (e.g. ϵ = 140% is
decided via validation experiments) represents a scaled-up
factor with a minimum value of 100%. The cropped re-
gion is resized to a fixed scale m′

t ∈ R(No+Ns)×L×L (e.g.
L = 224 for ViT-Base) and divided into non-overlapping
patches. The size of each patch is δ. To eliminate noise
and reduce computational complexity, we select a subset
of patches to serve as the input of the SGM. The sampling
strategy prioritizes the patches, which are 1) informative
and 2) adjacent to unobserved regions.

To construct the sampling strategy, we calculate the av-
erage pixel value in each patch by W = Avgpool(m′

t),
where W ∈ RL

δ ×L
δ , and Avgpool represents the aver-

age pooling in each patch for all channels. For each el-
ement wi ∈ W , the higher value indicates that the cor-
responding patch is more informative, i.e. there are more
observed object classes or larger observed regions in this
patch. Furthermore, we leverage the Laplacian kernel K,
a gradient operator (i.e. edge detector), to operate the W
by V = Conv(W,K), where V ∈ RL

δ ×L
δ and Conv de-

notes the convolution operation. The higher value of vi ∈ V
demonstrates that the corresponding patch is more likely to
be adjacent to the unobserved regions.

The W and V are further processed by flattening and
Softmax operations for probability normalization. Then the
sampling probability P of each patch is defined as

P = αW̄ + (1− α)V̄ (4)

where W̄ and V̄ denote the normalized W and V , re-
spectively, and α is a trade-off weight. We employ a
multinomial distribution for sampling patches. Specifically,
given a set of patches m′

t = {m′
t(1),m

′
t(2), . . . ,m

′
t(np)}

(np = (Lδ )
2), and their associated probabilities P =

{p1, p2, . . . , pnp
}. The patches are sampled without re-

placement according to m′
t(i) ∼ Multinomial(n, P ). The

number of sampled patches n constitutes only a small frac-
tion (e.g. 30%) of the total.

Based on this strategy, sampled patches are fed into the
SGM to predict unobserved regions. The predicted values
are continuous, which reflect the confidence in its predic-
tion. Furthermore, the raw prediction of SGM is enhanced
by adding the actual local semantic map to form the final
generated map, where if a coordinate has already been ob-
served (having values in semantic map), its predicted value
is replaced with the confirmed observed value. During Ob-
jectNav task, the agent identifies the pixel with the highest
confidence in the target’s channel of the generated seman-
tic map. Then the coordinates of this pixel are set as the
long-term goal gt. Additionally, limited observation (e.g.
no available contextual object is observed) may result in
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Figure 3. During navigation, the agent builds a local semantic
map mt and crops it to m′

t. The patches of m′
t are sampled by

multinomial distribution with probability P . The SGM generates
the unobserved regions based on selected n patches. The long-
term goal is determined by the generated map and the target.

unreliable prediction of the target (i.e. the confidence of
the predicted semantic map is low). Therefore, we adopt
the exploration strategy [31, 50] at the beginning of naviga-
tion until the prediction confidence of the target exceeds a
certain threshold.

Navigation policy. Once the long-term goal is identi-
fied, the agent simply needs to navigate from its current lo-
cation (xt, yt) to the long-term goal gt. Following previous
works [5, 37], the local policy is implemented by the Fast
Marching Method [41], which calculates the shortest path
from current location to the long-term goal based on the
occupancy channels of the generated map. Then the local
policy calculates deterministic actions for the agent based
on its step distance and the shortest path. At each times-
tamp, the local policy will re-plan the actions for the agent
according to the updated semantic map.

4. Experiments

4.1. Experimental Setup

Dataset. We evaluate our SGM on standard ObjectNav
datasets, including Gibson [48], Matterport3D (MP3D) [4]
and Habitat-Matterport3D (HM3D) [49] dataset.

For Gibson and MP3D, we follow the setup of [37, 57],
we we utilize 25 train /5 val scenes from the Gibson tiny
split and choose 6 goal categories with 1,000 val episodes
for Gibson. For MP3D, we employ 56 train / 11 val scenes,
21 goal categories and 2,195 episodes for validation. For
HM3D, our setup is consistent with [9], where we choose
80 train / 20 val scenes, 6 goal categories and 2,000 valida-
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Table 1. Comparisons of different map generation variants in the
Gibson (val). R/C means the training map is masked by random
(R) or connected (C) strategy. The connected masking strategy
requires that retained patches must be adjacent to each other (re-
maining patches are akin to a local map), which is similar to
[19, 28] that learn contextual relations by completing the local
map. For LLMs, we compare GPT-4 [34] and ChatGLM [17].

ID Model Mask LLM
Map Generation Navigation
IoU(%) Recall(%) SR(%) SPL(%) DTS(m)

I 1 UNet - - 19.28 47.36 67.5 37.8 1.76

II

2 ViT-L C - 24.18 59.42 73.8 39.5 1.45
3 ViT-L R - 26.85 79.05 74.2 39.6 1.49
4 ViT-B C - 22.31 55.50 73.1 39.3 1.53
5 ViT-B R - 25.45 79.23 74.1 39.5 1.48

III

6 ViT-B C GPT-4 32.06 72.34 76.8 43.4 1.27
7 ViT-B R GPT-4 39.47 87.33 77.4 43.8 1.15
8 ViT-B C ChatGLM 30.87 80.67 77.0 43.5 1.31
9 ViT-B R ChatGLM 31.73 91.68 78.0 44.0 1.11

tion episodes. The goal categories adopted by these three
datasets are listed in supplements.

Evaluation metrics. For evaluating the navigation per-
formance, we adopt three standard metrics following [5, 37,
56]: 1) SR: the ratio of success episodes. 2) SPL: the suc-
cess rate weighted by the path length, which measures the
efficiency of the path length. 3) DTS: the distance to the
goal at the end of the episode.

To assess the quality of map predictions, we employ the
following two metrics: 1) IoU: the pixel intersection over
union for all channels (both occupancy and object). 2) Re-
call: the proportion of true positive predicted object cate-
gories over the total number of ground-truth categories.

Implementation details. For the self-supervised train-
ing of SGM, we sample 400,000 train /1,000 val sub-maps
for training and validation in each dataset. We implement
the SGM based on ViT-base/16, where the visual encoder,
cross-modality encoder and decoder are respectively com-
posed of 8, 4 and 2 Transformer blocks. The training mask
ratio is set to 75%, the input size L = 224, and patch size
δ = 16. We use the Adam optimizer [25] with a base learn-
ing rate of 0.00015. The warmup epoch is linearly scaled
when the training epoch increases to 40. After warmup
epochs, the learning rate is decayed by a factor of 0.05. The
loss weights λ = 0.2.

For ObjectNav task, since constructing local semantic
map requires the semantic segmentation model, we adopt
publicly available Mask-RCNN [21] from [37] for Gibson,
RedNet [23] from [37] for MP3D, and Mask-RCNN [21]
from [56] for HM3D. The scaled-up factor ϵ = 140%, the
number of selected patches n = 59, and sample weights
α = 0.5. The experiments for these hyper-parameters are
detailed in supplements. The turn angle is set to 30 degrees,

Input Ground Truthw/ EO w/ EO and GK

dining tableoven book cup bottleblank floor wall chair bedpotted plantcouch toilet tv clocksink refrigerator vase

Figure 4. Map reconstruction results. The ‘w/ EO’ means only us-
ing episodic observations in reconstruction, while ‘w/ EO and GK’
denotes leveraging both episodic observations and LLMs (Chat-
GLM). General knowledge enables the model to predict the com-
pletely unobserved contextual objects (see the regions highlighted
by red circles). These sub-maps sourced from the val rooms of
Gibson are unseen during training.

and the step distance of move forward is 25cm.

4.2. Evaluation Results

Comparisons with previous map completion methods.
Prior methods [19, 28] train a UNet [40] to directly predict
unobserved regions based on the top-down map of a single
timestamp. This comparison is to determine whether using
UNet or learning contextual relations directly from the lo-
cal map is more effective than our SGM (utilizing ViT and
learning with randomly masked sub-maps). As shown in
Tab. 1, we compare these two variants under identical train-
ing epochs and datasets. The UNet variant underperforms
others in both map generation and navigation. In learning
contextual relations, the random masking strategy (SGM)
outperforms connected masking strategy [19, 28]. We infer
that since visible patches are closely clustered in the con-
nected masking strategy, the context of patches distant from
the visible ones is completely absent, leading to difficulties
for model in capturing the context relations of these patches
during training. The results demonstrate that our SGM is
more effective in capturing contextual relationships and as-
sisting the navigation.

Model complexity. We compare the impact of more
complex models on map generation and navigation. As in-
dicated by the row II in Tab. 1, the more complex model
(i.e. ViT Large) only yields a marginal performance im-
provement. Hence, we conjecture that the ViT Base model
is sufficiently capable for the task. Consequently, our SGM
is ultimately implemented based on the ViT Base model.

Impact of LLMs. Our SGM not only leverages episodic
observations but also incorporates general knowledge ob-
tained from LLMs for prediction. Compared to rows II
and III in Tab. 1, there is a significant improvement on
the recall metric, which suggests that LLMs can substan-
tially bolster the prediction of object categories. As shown
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Figure 5. Navigation episode with SGM in Gibson (val). The top row displays the agent’s RGB view and local semantic map, including
the trajectory and long-term goal (indicated by the deep blue dot). The bottom row shows the generated map by SGM. At about 30% of the
navigation process (i.e. t=20), the generated map accurately predicts the target’s location even though the target has not yet been observed.
Besides, SGM not only precisely predicts the target (couch), but also its contextual objects (e.g. potted plant).

dining tableoven book cup bottleblank floor wall chair bedpotted plantcouch toilet tv clocksink refrigerator vase

Local map Generated map GT map

Figure 6. More generated maps during navigation. As shown by
the circled objects, the generated map accurately anticipates the
location of unobserved objects.

in the Fig. 4, the model with solely episodic observations
is capable of completing the contours of partially observed
objects, while it struggles to predict entirely unobserved cat-
egories. However, the general knowledge from LLMs pro-
vides rich semantic contextual priors, enables the model to
predict the context objects that are completely unobserved
(e.g. the chairs in the first row, and the potted plants and
sinks in the second row). Additionally, we compare two
LLMs: GPT-4 [34] and ChatGLM [17]. The results show
that the choice of LLMs has minimal impact on perfor-
mance. Moreover, as ChatGLM is publicly available, thus,
we employ it to provide general knowledge. To improve in-
ference speed, we extract all possible combinations of goal
categories to pre-generate the prompt and obtain responses
by using LLMs. The SGM directly leverages pre-extracted

Table 2. Ablation study of different components. GT means the
long-term goal is set to the ground truth location of the target.
‘EO’ denotes the episodic observation, ‘GK’ represents the gen-
eral knowledge and ‘Explr’ means using exploration strategy at
the beginning of navigation.

ID
Modules Gibson MP3D

GT EO GK Explr SR(%) SPL(%) DTS(m) SR(%) SPL(%) DTS(m)

I
1 ✓ 91.7 72.3 0.38 - - -
2 ✓ 71.5 40.8 1.46 31.9 12.2 5.32
3 ✓ ✓ 74.4 41.3 1.49 34.7 13.2 5.60

4 ✓ 65.1 37.9 1.76 25.9 11.6 5.62

II
5 ✓ ✓ 74.1 39.5 1.48 33.0 11.8 5.10
6 ✓ ✓ ✓ 78.0 44.0 1.11 37.6 14.7 4.93

responses for prediction during both training and testing.
Visualization of navigating with SGM. We further vi-

sualize the generated maps of SGM during the navigation,
as shown in Fig. 5 and 6, noting that the scenes are un-
seen. As Fig. 5 illustrated, at the beginning of navigation
(t = 0), the generated image offers limited additional infor-
mation due to minimal observations. However, as more of
the scene becomes observed, by t = 20 (only about 30%
of the entire navigation), SGM successfully predicts the lo-
cation of the target (couch) even though it has not yet been
observed. Then, SGM continues to guide the agent by de-
termining the long-term goal based on the generated map.
Moreover, it is notable that SGM not only accurately locates
the target but also anticipates its context objects (e.g. potted
plant). Fig. 6 provides additional generated results, which
is evident that the generated maps correctly estimate the ap-
proximate locations of objects and their context, while there
is still a deviation in their absolute positions. However, we
consider this deviation to be tolerable, as even humans can-
not precisely locate unseen objects in unseen scenes. These
two visualizations indicate that our SGM effectively scales
up limited local maps by generating the unobserved regions,
thereby guiding the agent to infer the target’s location.

Ablations study. As shown in row I of Tab. 2, the agent
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Table 3. Comparisons with the related works in Gibson and MP3D
val. Note that THDA [32] and Habitat-Web [38] use additional
data for training, while Red-Rabbit [53] utilizes auxiliary tasks to
train the agent. For SemExp [5], L2M [19] and Stubborn [31], we
report results from [57]. * denotes our implementation.

ID Method
Gibson MP3D

SR(%) SPL(%) DTS(m) SR(%) SPL(%) DTS(m)

1 Random 0.4 0.4 3.89 0.5 0.5 8.05

I

2 DD-PPO [46] 15.0 10.7 3.24 8.0 1.8 6.94
3 Red-Rabbit [53] - - - 34.6 7.9 -
4 THDA [32] - - - 28.4 11.0 5.62
5 SSCNav* [28] - - - 27.1 11.2 5.71
6 EmbCLIP* [24] 68.1 39.5 1.15 29.2 10.1 5.42
7 Habitat-Web [38] - - - 35.4 10.2 -
8 ENTL [26] - - - 17.0 5.0 -

II

9 FBE [50] 48.5 28.9 2.56 29.5 10.6 5.00
10 ANS [7] 67.1 34.9 1.66 21.2 9.4 6.31
11 SemExp [5] 71.1 39.6 1.39 28.3 10.9 6.06
12 PONI [37] 73.6 41.0 1.25 27.8 12.0 5.63
13 L2M [19] - - - 32.1 11.0 5.12
14 Stubborn [31] - - - 31.2 13.5 5.01
15 3D-aware [57] 74.5 42.1 1.16 34.0 14.6 4.78
16 SGM (Ours) 78.0 44.0 1.11 37.7 14.7 4.93

only relying on SGM has already achieved comparable per-
formance to some supervised methods [5, 37]. Furthermore,
the row II of Tab. 2 indicates that introducing an explo-
ration strategy in the early stages of navigation is effective,
which prevents misguidance by low-confidence predictions
resulted from limited observations. Our exploration strategy
utilizes the area potential function from [37], which calcu-
lates the nearest frontier as the long-term goal. In contrast
to the computation-based FBE [50], the area potential func-
tion learns to predict potential frontiers through supervised
training. The ablation studies demonstrate the effectiveness
of each component in our method.

Comparisons with the related works. Since there is no
existing self-supervised work for ObjectNav task, our com-
parison is limited to previous supervised methods. We con-
sider the following baselines: the end-to-end RL methods
[9, 24, 26, 28, 32, 46, 53], the imitation learning method
[38], and modular methods [5, 6, 19, 31, 37, 50, 56, 57]
Note that, some works leverage additional data [10, 32, 38]
or auxiliary task [9, 53] to improve the performance. Thus,
it is challenging to compare all the methods in an equitable
manner. Consequently, our focus is specifically on the most
relevant baselines: SemExp [5], PONI [37], L2M [19], SS-
CNav [28], PEANUT [56], where PONI and PEANUT in-
tegrate goal-related function trained by supervised learning
into SemExp, while L2M and SSCNav enhance navigation
performance by learning to complete egocentric top-down
map of single timestamp. They are also trained with su-
pervised learning, while are limited to consider only single-

Table 4. Comparisons with the related works in HM3D val. *
denotes our implementation.

ID Method
HM3D

SR(%) SPL(%)
1 DD-PPO [46] 27.9 14.2
2 Habitat-Web [38] 57.6 23.8
3 RIM [9] 57.8 27.2
4 PEANUT* [56] 59.1 30.3
5 SGM (Ours) 60.2 30.8

frame observations. In contrast, our SGM predicts the un-
observed regions for the broader local map, which incorpo-
rates full observations from time 0 to t. Notably, PEANUT
[56] initially reports results on MP3D and HM3D, however,
they only release their code for HM3D. Therefore, we only
compare with [56] on HM3D with re-implementation re-
sults in our setup. Besides, L2M and SSCNav are evaluated
with their self-made validation data. Thus, for comparing
their results, we report our own implementations or adopt
re-implementation results from other work [57] with exper-
imental settings that align with ours.

We compare our SGM with the related works on the val-
idation set of Gibson, MP3D and HM3D datasets, as shown
in Tab. 3 and 4. Despite our SGM being self-supervised, it
achieves comparable performance with existing supervised
methods across all metrics on these datasets. Particularly on
the Gibson dataset, compared to the current state-of-the-art
[57], our SGM outperforms 3D-aware [57] by 3.5%, 1.9%,
and -0.05m in SR, SPL and DTS metrics, respectively. Note
that lower value on DTS indicates better performance.

5. Conclusions

In this work, we present the Self-supervised Generative
Map (SGM) for the object goal navigation task. Our SGM
captures contextual relationships of both objects and envi-
ronments through self-supervised training. SGM utilizes
two distinct yet complementary information for prediction:
episodic observations and general knowledge from Large
Language Models (LLMs), where episodic observations
provide geometric details, and general knowledge offers se-
mantic priors. During navigation, the local semantic map
maintained by agent is sampled by proposed sampling strat-
egy to select informative patches. Then the selected patches
are fed into SGM to generate the unobserved regions. The
generated map helps agent infer the likely location of the
target. The experimental results indicate that despite being
a self-supervised method, our SGM achieves comparable
performance to previous supervised methods.
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ishnan, Théophile Gervet, John M. Turner, Aaron Gokaslan,
Noah Maestre, Angel Xuan Chang, Dhruv Batra, Manolis
Savva, Alexander William Clegg, and Devendra Singh Chap-
lot. Habitat-matterport 3d semantics dataset. In IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
CVPR 2023, Vancouver, BC, Canada, June 17-24, 2023,
pages 4927–4936. IEEE, 2023. 2, 5

[50] Brian Yamauchi. A frontier-based approach for autonomous
exploration. In Proceedings 1997 IEEE International Sym-
posium on Computational Intelligence in Robotics and Au-
tomation CIRA’97 - Towards New Computational Principles
for Robotics and Automation, July 10-11, 1997, Monterey,
California, USA, pages 146–151. IEEE Computer Society,
1997. 5, 8

[51] Qingsen Yan, Song Zhang, Weiye Chen, Hao Tang, Yu Zhu,
Jinqiu Sun, Luc Van Gool, and Yanning Zhang. Smae:

Few-shot learning for hdr deghosting with saturation-aware
masked autoencoders. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 5775–5784, 2023. 3

[52] Wei Yang, Xiaolong Wang, Ali Farhadi, Abhinav Gupta, and
Roozbeh Mottaghi. Visual semantic navigation using scene
priors. In 7th International Conference on Learning Rep-
resentations, ICLR 2019, New Orleans, LA, USA, May 6-9,
2019, 2019. 1, 2

[53] Joel Ye, Dhruv Batra, Abhishek Das, and Erik Wijmans.
Auxiliary tasks and exploration enable objectgoal naviga-
tion. In 2021 IEEE/CVF International Conference on Com-
puter Vision, ICCV 2021, Montreal, QC, Canada, October
10-17, 2021, pages 16097–16106. IEEE, 2021. 2, 8

[54] Xin Ye and Yezhou Yang. Hierarchical and partially observ-
able goal-driven policy learning with goals relational graph.
In IEEE Conference on Computer Vision and Pattern Recog-
nition, CVPR 2021, virtual, June 19-25, 2021, pages 14101–
14110, 2021. 1, 2

[55] Haitao Zeng, Xinhang Song, and Shuqiang Jiang. Multi-
object navigation using potential target position policy func-
tion. IEEE Trans. Image Process., 32:2608–2619, 2023. 1

[56] Albert J. Zhai and Shenlong Wang. Peanut: Predicting
and navigating to unseen targets. In Proceedings of the
IEEE/CVF International Conference on Computer Vision
(ICCV), pages 10926–10935, 2023. 2, 6, 8

[57] Jiazhao Zhang, Liu Dai, Fanpeng Meng, Qingnan Fan,
Xuelin Chen, Kai Xu, and He Wang. 3d-aware object goal
navigation via simultaneous exploration and identification.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pages 6672–6682,
2023. 5, 8

[58] Sixian Zhang, Weijie Li, Xinhang Song, Yubing Bai, and
Shuqiang Jiang. Generative meta-adversarial network for un-
seen object navigation. In Computer Vision - ECCV 2022 -
17th European Conference, Tel Aviv, Israel, October 23-27,
2022, Proceedings, Part XXXIX, pages 301–320. 2

[59] Sixian Zhang, Xinhang Song, Yubing Bai, Weijie Li, Yakui
Chu, and Shuqiang Jiang. Hierarchical object-to-zone graph
for object navigation. In Proceedings of the IEEE/CVF In-
ternational Conference on Computer Vision (ICCV), pages
15130–15140, 2021. 1, 2

[60] Sixian Zhang, Xinhang Song, Weijie Li, Yubing Bai, Xinyao
Yu, and Shuqiang Jiang. Layout-based causal inference for
object navigation. In IEEE/CVF Conference on Computer
Vision and Pattern Recognition, CVPR 2023, Vancouver,
BC, Canada, June 17-24, 2023, pages 10792–10802. IEEE,
2023. 1

[61] Minzhao Zhu, Binglei Zhao, and Tao Kong. Navigating
to objects in unseen environments by distance prediction.
In IEEE/RSJ International Conference on Intelligent Robots
and Systems, IROS 2022, Kyoto, Japan, October 23-27,
2022, pages 10571–10578. IEEE, 2022. 2

[62] Yuke Zhu, Roozbeh Mottaghi, Eric Kolve, Joseph J. Lim,
Abhinav Gupta, Li Fei-Fei, and Ali Farhadi. Target-driven
visual navigation in indoor scenes using deep reinforce-
ment learning. In 2017 IEEE International Conference on

16424



Robotics and Automation, ICRA 2017, Singapore, Singa-
pore, May 29 - June 3, 2017, pages 3357–3364, 2017. 2

16425


