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Figure 1. The figure shows six examples of multi-entity localization in Visual Question Answering (VQA). Each scenario includes a
question, the original image, an image with color masks, an answer with color, and the corresponding visualized results.

Abstract

In Visual Question Answering (VQA), recognizing and
localizing entities pose significant challenges. Pretrained
vision-and-language models have addressed this problem
by providing a text description as the answer. However,
in visual scenes with multiple entities, textual descriptions
struggle to distinguish the entities from the same category
effectively. Consequently, the VQA dataset is limited by the
limitations of text description and cannot adequately cover
scenarios involving multiple entities. To address this chal-
lenge, we introduce a Mask for Align (Mask4Align) method,
which can determine the entity’s position in the given image
that best matches the user-input question. This method in-
corporates colored masks into the image, enabling the VOA
model to handle discrimination and localization challenges
associated with multiple entities. To process an arbitrary
number of similar entities, Mask4Align is designed hierar-
chically to discern subtle differences, achieving precise lo-
calization. Since Mask4Align directly utilizes pre-trained
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models, it does not introduce additional training overhead.
Extensive experiments conducted on both the gaze target
prediction task dataset and our proposed multi-entity lo-
calization dataset showcase the superiority of Mask4Align.
Code and dataset are available at https://github.
com/HaoquanZhang/mask4align.

1. Introduction

Visual Question Answering (VQA) [11] combines com-
puter vision and natural language processing to answer
questions about images, often presented in natural lan-
guage, covering various aspects of image content. VQA
systems fuse image features with textual context to com-
prehend both the visual content and question semantics, de-
livering precise answers. In recent years, VQA has gained
attention for its practical applications in human-computer
interaction [6, 10] and image retrieval [39-43].

While the design of VQA datasets incorporates a com-
prehensive range of possible scenarios, tailored questions,
and accurate answers, its structure still does not fully sim-
ulate human VQA behaviors in daily life. For instance, in
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scenarios where multiple entities with similar features are
present, it becomes challenging to linguistically describe
and precisely locate a specific entity. Unlike humans, who
can use their hands to ’point out’ an object, existing VQA
datasets lack a mechanism for explicit localization in such
multi-entity scenarios.

Inspired by the human behavior of “pointing out” enti-
ties, we propose the Mask for Align (Mask4Align) method.
This approach introduces color information to entities in
images and generates corresponding candidate answers de-
scribed with colors. It successfully leverages the VQA
modules of pre-trained vision-language models to address
multi-entity localization problems, indirectly achieving the
operation of “pointing out” objects.

For a multi-entity problem, the Mask4Align method ne-
cessitates user input in three parts: the question, the sub-
ject’s location within the question, and an image depicting
the question scene. In the initial stage, working under the
assumption that the answer to the input question must be-
long to one of the entities in the scene, we employ a tag-
ging tool, RAM [51], to extract tags for all entities present.
These tags serve as candidate answers for the first input to
the VQA module. After retrieving the target answer tag in
the first Q&A stage, in the subsequent stage, we input it
into a segmentation model [16,22] to acquire masks corre-
sponding to the entity by utilizing its tag. CPT [45] applies
color information to images in various ways, aiding in the
creation of corresponding linguistic descriptions for fine-
tuning visual language models. Inspired by their work, we
utilize overlays of various colors as masks on scene images,
obtaining descriptions of color alongside entity names. This
process facilitates precise descriptions of entities that may
initially be similar and difficult to differentiate through nat-
ural language, leveraging the additional semantic informa-
tion provided by color masks. Consequently, obtaining
a well-aligned second batch of candidate answers corre-
sponding to colors becomes straightforward. Finally, we
reintroduce the same question, the second batch of candi-
date answers and the image enhanced with colored masks,
into the pre-trained VQA module to obtain the ultimate an-
swer. This yields the entity mask corresponding to the final
answer, effectively localizing the target entity.

In this paper, our key contributions are threefold:

* We explored the multi-entity localization problem for
the first time in visual question answering and pro-
posed a dedicated multi-entity localization dataset,
namely, ME-VQA.

* We propose a method, mask for align (Mask4Align)
for the multi-entity localization problem without ex-
tra training costs and known candidate answers, which
cleverly introduces additional colors into the image,
enabling the semantic information they bring to the ac-
curately local entity.

» Extensive experiments demonstrate that our method
has achieved usable performance and has been exten-
sively tested in the wild across numerous scenarios.

2. Related Work
2.1. Vision-Language Model Pretraining

Pretrained vision-language models (VLM) play a crucial
role in discriminative tasks, such as image-text contrastive
(ITC) and image-text matching (ITM), and contribute sig-
nificantly to the comprehensive understanding of vision and
language modalities. The model needs to align and harmo-
nize the representation spaces of both visual and language
aspects of the same semantics. For instance, [25], ALBEF
[18], and subsequent studies [35, 44] employ cross-modal
contrastive learning. This involves projecting both image
and language information into a shared and structured se-
mantic space. While excelling in image-text retrieval tasks,
many existing models [20,23,29,32,52] exhibit limitations
in capturing interactions between image and text for more
complex vision-language tasks such as Visual Question An-
swering (VQA) [11], Visual Entailment (VE) [38], and Nat-
ural Language for Visual Reasoning (NLVR?) [30]. In this
paper, we employed the CLIP and fine-tuned VQA module
ALBEF as the VQA modules within Mask4Align.

2.2. Visual Question Answering

In recent years, Visual Question Answering (VQA) has
garnered significant attention, drawing researchers from
diverse fields to engage in in-depth explorations. Cur-
rent investigations in the research domain of VQA can
be broadly segmented into three main categories: refine-
ment of visual features [3, 13, 28, 50], advancements in
model architectures for heightened computational capabil-
ities [12, 15, 19,47, 48], and the pursuit of more effective
learning paradigms [4,7,17,20,23,31,53]. Notably, a pre-
vailing trend among cutting-edge VQA methodologies is
the adoption of the Transformer architecture [33]. Through
the integration of vision-language pretraining on extensive
datasets, these approaches have achieved noteworthy mile-
stones, often rivaling or surpassing human-level perfor-
mance across various benchmark assessments [2,34,46,49].

3. Method

The proposed Mask4Align framework is in two-stage
design, as illustrated in Fig. 3. The VQA model fintuned
from pre-trained VLMs is one of the core components of
our method. We describe the structure of the VQA mod-
ule and how we construct the question prototype in Section
3.1. In the first stage of Mask4Align (Section 3.2), we use a
tagging tool, Recognize Anything Model (RAM [51]) to ob-
tain the tags of all entities in the scene. Then, we obtain the
target entity tag through the first question construction and
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Figure 2. Illustration of the VQA modules. The structure diagram
above is the structure of most VQA modules in pre-trained VLMs
(such as ALBEF [18], CoCa [46] and BEiT [36]). The structure
diagram below is the structure of the CLIP model [25], by using
the prompt template obtained from the question, we can also use
it as a VQA module.

answering. In the second stage (Section 3.3), we solve the
multi-entity localization problem with the novel coloriza-
tion and answering mechanism, which will be explained in
detail in Section 3.3.1. Finally, to handle the dense entity
scenes and refine the localization results, we introduce a hi-
erarchical colorization algorithm based on spatial cluster-
ing, which aims to progressively localize the target entity in
the image (Section 3.3.2).

3.1. The VQA Module

In the following sections (Section 3.2 and Section 3.3),
we use the VQA module fine-tuned on the Visual Question
Answering [11] dataset as an important component of our
method, which is based on pre-trained VLMs.

A common VQA structure is shown in Fig. 5, which can
take a question and a corresponding image as inputs and
return multiple answer-confidence pairs as outputs (the an-
swer decoder of ALBEF allows candidate answers as input).
The CLIP model [25], which is an image-text matching
model, can also indirectly accomplish the zero-shot VQA
task, but it still requires candidate answers. One possible
approach to use CLIP for VQA is to transform a question
into a declarative statement by using a prompt template,
and then compare the candidate answers with the image in-
put. For example, the question "Where is the man
looking?" can be converted into the statement "The
man is looking at {Entity}",where {Entity}
is a placeholder for the possible answers. The VQA task
can be achieved by filling in the candidate answers in the
placeholder of the statement and selecting the entity with
the highest similarity score with the image input as the an-
SWer.

Generally, a VQA module M, require a question g, a
batch of candidate answers A and an image ¢ as inputs, and

obtain the final answer a*:

a* :qua (iaqu)' (1)

3.2. First Stage: Target Entity Acquiring
3.2.1 Acquiring Tags of Scene Entities

For an entity localization VQA task, the subject of the ques-
tion must interact with the entities in the image scene, so the
first batch of candidate answers .4; must correspond to the
entities in the scene. Therefore, we apply a tagging module
RAM [51], denoted as My,4. RAM requires only the scene
image ¢, as input to perform automatic annotation and ob-
tain scene tags, which are used as candidate answers later:

-At = Mtag (7;0) . (2)

3.2.2 First Question Answering for Target Entity’s Tag

After receiving the user’s question g and the location bound-
ing box b of the subject, we outline a bounding box around
the subject in the image 7, resulting in an image ¢; with the
added bounding box.

Subsequently, we introduce an adverbial phrase, denoted
as t,, which appends to the original question g, to modify it.
The modified question g, is then obtained. Alongside A;,
and image with subject’s bounding box (¢5), we input them
into the M4, module. Consequently, we can get the candi-
date answers sorted by their confidence score. We consider
the answer a; with the highest confidence as the one cor-
responding to the final target entity in the first stage. The
above process is formulated by the following equations:

Gm = Qo + ta, ib:io@bv
a: - qua (ib7 dm, At) 5

where @ is denoted as the overlaying process of adding a
bounding box onto the image.

3)

3.3. Second Stage: Multi-Entity Localization

With SAM’s robust segmentation capabilities, denoted
as M qm, we can derive the mask associated with the des-
ignated target entity tag aj. In cases where a singular mask
s is acquired, it indicates the absence of a multi-entity task
within this context, signifying the successful accomplish-
ment of the target entity localization objective. Conversely,
if multiple masks are obtained, the scenario is character-
ized as a multi-entity task. Denote the set of masks as
S = {s;}2,, where s; and n, refers to the i-th mask and
number of masks, respectively:

S = Msam (2.07 O/I) . (4)

In the subsequent sections, we will clarify our approach
for addressing multi-entity tasks.
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Figure 3. Illustration of our method. Our proposed method consists of two stages. In the first stage, we use the entity tags obtained by a
tagging tool as candidate answers and then apply a VQA module to identify the tag corresponding to the target entity. In the second stage,
we use a segmentation module to segment the masks that correspond to the target entity tag. Then, we generate images with different
colored masks and corresponding batches of candidate answers and feed them along with the question to the VQA module to obtain the
answers. Finally, we select the mask that has the highest frequency in the answers as the prediction result for the target entity.

3.3.1 Mask4Align: Color Masking and Aligned Can-
didate Answers

In most multi-entity situations, natural language struggles
to describe entities similar in shape and texture accurately.
We propose Mask4Align, an effective multi-entity localiza-
tion module that leverages the entity discrimination abil-
ity of pre-trained VLMs by introducing colored masks and
well-aligned prompts. In this section, we will elaborate our
operational procedures in detail.

Grayscale Background: To prevent the information con-
flict between the original colors of entities in the scene
image i, and the colorized masks, we convert the i, to a
grayscale image, denoted as 74:

®)

where the frgp24rqay denotes the function converting an
RGB image to a grayscale image. To facilitate later over-
lay with colorful masks, i, is kept in RGB format.

Color Selection: Next, we will overlay masks onto the i,
using various colors. To ensure pre-trained VLMs com-
prehend forthcoming color information introduced through
masks, our color selection follows these principles:

lg = frgb2gray (Zo) ,

¢ Maintain consistency with daily natural language de-
scriptions to prevent model confusion between colors
and their corresponding unusual expressions.

* Uncommon colors are avoided, considering the limited
exposure of pre-trained VLMs to corresponding texts
during training.

¢ Avoid simultaneous usage of different shades of the
same color (e.g., red and dark red) since masks are ap-
plied to a grayscale image, and the final color shade
may not precisely align with preset color values.

Based on the above considerations, we ultimately selected
six colors and corresponding RGB values, as shown in Ta-
ble 1. We use n. to denote the number of colors. The
set of color expressions is denoted as E = {e; }?;1, and
the set of color value expressions is denoted as V'
{(r,9j, bj)}?;l, where the indices are aligned such that

e; corresponds to the RGB values (75, g;, b;).

Color RGB Value Color RGB Value
Red (255,0, 0) Yellow (255, 255, 0)
Green (0, 255, 0) Purple (255, 0, 255)
Blue (0,77,255) Orange (255,127, 0)

Table 1. The colors and corresponding RGB values.

Answer Template: Subsequently, we use a prompt tem-
plate a like "the {Color} {Entity}" to establish a
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correspondence between the entity and its associated color
mask. Here, {Color} within the prompt template repre-
sents the color expressions e;, while {Entity} denotes
the target entity tag aj derived from the initial question an-
swering as follows:

a; = “the +e; +ai”,(e; € E),

6
A:{ai|€iEE?;1. ©)

Generation of Images with Colorful Masks and Candi-
date Answer Batches: First, we define @ as the process
of overlaying images of the same size. The elements s; in
the set S are masks representing the original image with the
same size, with values of 0 or 1. To assign colors to these
masks, we define © to represent the multiplication process
between s; and (r;, g;,b;). We use the ) to express the
process of overlaying masks. Subsequently, we multiply ¢,
by the accumulated colorful masks and their corresponding
weights, « and 3, where o + 8 = 1, resulting in the image
with colorful masks. After that, to outline the subject in the
image, we overlay the colorful subject’ crop 75 on the im-
age and draw the white bounding box b around it. The final
modified image is denoted as i, as follows:

ie = ig ®B Y (siO(rj,95,b;) @is ®b. (7)

7,j=1

The corresponding set of candidate answers A aligned
with the order of masks can also be obtained as follows:

A, = {a,» ‘ e, € FE :L:bl ()

In summary, the above formulas can be mapped into a
function f,,44, Which can produce pairs of candidate an-
swer groups and the final modified images. Specifically,
The function f,4, that takes [,S, i,, b, £/, V and a7 as in-
puts and yields a pair of i, and A, as follows:

(ZlmAlc) :fm4a(l,S,io,b,E, Vaaf)a (9)

where the range of [ is from 0 to ng - 1, and it is an integer.

3.3.2 Second Question Answering for Target Entity’s
Localization

Since we only used six colors to draw color masks on the
image, if the number of masks exceeds the number of the
color ng, the existing colors cannot uniquely represent each
mask. Therefore, we designed a method called Recursive-
Grouping-VQA (RG-VQA) then shown in Fig. 4 with the
multiple entity masks as input, which will be recursively
called until it returns the final target entity mask. The logic
of the method is as follows:

If the number of entity masks is greater than n. (shown
in the left part of the Fig. 4), we first use the K-means algo-
rithm to divide the masks into six groups, each containing

Number of entities less than number of colors

Number of entities larger than number of colors

red entity

blue entity

purple entity

L J

I Modified Question
v

{ VQA Module } {

I Modified Question \v[/
v

VQA Module }

Target Group Target Entity

Figure 4. The diagram succinctly illustrates the process of our sec-
ond question answering iteration. The left side of the image cor-
responds to the scenario where the number of entities ns exceeds
the number of colors n.. Initially, we employ k-means clustering
to categorize the entities into six classes, followed by a group-
wise VQA process. This process yields the entity group with the
highest execution performance. On the right side of the image cor-
responds to the scenario where n; is less than n.. In this case, an
entity-wise VQA process is conducted, ultimately resulting in the
identification of the target entity.

some similar masks. Then we call the function f,,4, de-
fined in Eq. (9) (this function has been already overloaded to
accept mask group as input), and get an image with group-
wise color masks and a list of candidate answers. For each
image and answer combination, we use the VQA module
mentioned in Section 3.1 to get the most likely answer,
which represents a list of mask groups. By changing the or-
der of using colors, we perform the above operations multi-
ple times, and we get a list containing multiple mask groups,
and we choose the entity with the highest frequency for sub-
sequent operations. Then recursively apply the algorithm
with the final mask group as input.

If the number of masks is less than or equal to 1. (shown
in the left part of the Fig. 4), we call the function f to get an
image that covers the mask, and a list of possible answers.
For each image and answer combination, we use the VQA
module to get the most likely answer, which represents the
category of the mask. By changing the order of colors, we
also perform the above operations multiple times. After get-
ting a list containing multiple masks, we choose the one
with the highest frequency as the final target entity mask.

4. Experiments on Gaze Target Prediction

In this Section, we evaluate our method on the GazeFol-
low [26] dataset and the proposed ME-VQA dataset, for the
task of gaze target prediction and present the experimental
results. We first provide a brief introduction to the datasets
and performance metrics. Then, we conduct ablation and
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comparison experiments to prove the effectiveness of our
method. Finally, we analyze the sensitivity of the hyper-
parameter o and some failure cases.

4.1. Datasets and Evaluation Metrics

GazeFollow. In order to understand human actions by fig-
uring out their gaze target location, Recasens et al [27].
presented the first dataset called GazeFollow, which in-
cludes third-person view 2D images with gaze target anno-
tations. dataset contains 130,339 individuals across 122,143
images, each annotated with gaze locations. Images are
sourced from popular datasets, such as MS COCO [21] and
PASCAL [8]. The GazeFollow test set includes 4,782 indi-
viduals, each annotated by 10 annotators.

ME-VQA. This dataset is proposed for the multi-entity lo-
calization problem, comprising 5 categories, each contain-
ing 15 images, for a total of 75 images. Moreover, each
image corresponds to two questions, and each question con-
tains a human-annotated mask to evaluate pixel-level errors,
as shown in Fig. 5. We also provide two examples for each
of the five categories as depicted in Fig. 7.

Figure 5. The partial presentation for our ME-VQA dataset.

Evaluation Metrics. Following previous gaze target es-
timation works [5, 26], we employ evaluation metrics in-
cluding AUC, L2 Distance, and Angular error, proposed by
Judd et al. [14], to assess predictive accuracy and model
capability. In contrast, following previous gaze target esti-
mation works [37], ME-VQA evaluation metrics comprise
S-measure (S,) [9], maximum F-measure (F},q.) [1], and
Mean Absolute Error (MAE) [24].

4.2. Ablation Experiments

As shown in Table 2 and Table 3, we conduct ablation
experiments across two VQA modules (i.e., CLIP [25] and
ALBEF [18]) that allow inputting candidate answers on
GazeFollow [26] and ME-VQA datasets. “CLIP” means
that CLIP is used as the VQA module to find the answer
entity. “CLIP + Random” represents that an answering en-
tity is randomly selected when CLIP is employed as the
VQA module. “CLIP + Mask4Align w/o RG-VQA” indi-
cates that the RG-VQA is removed from Mask4Align when
CLIP is employed as the VQA module. Similarly, ”AL-
BEF”, ”ALBEF + Random”, and "ALBEF + Mask4Align
w/o RG-VQA” denote representations when ALBEF is em-
ployed as the VQA module.

In Table 2, on GazeFollow [26] test set, “CLIP +
Mask4Align w/o RG-VQA” surpasses “CLIP” by 0.027
AUC, 0.024 Dist, and 2.30 Ang. Similarly, “ALBEF
+ Mask4Align w/o RG-VQA” outperforms “ALBEF” by
0.054 AUC, 0.034 Dist, and 6.5 Ang. These results show
that integrating additional colors into images enhances the
VQA module’s capability to localize entities. Moreover,
the performance of these VQA modules is further enhanced
by using RG-VQA. For example, “ALBEF + Mask4Align”
outperforms “ALBEF + Mask4Align w/o RG-VQA” by
0.002 AUC, 0.004 Dist, and 0.5 Ang.

As our method is specifically designed for multi-entity
localization, its effectiveness may not be adequately as-
sessed on standard VQA datasets. Therefore, we conduct
ablation experiments on a dedicated multi-entity dataset,
as shown in Table 3. From Table 3, we observe that
our method achieves more significant results on the multi-
entity dataset. Specifically, “CLIP + Mask4Align” exceeds
“CLIP” by 0.248 S, 0.009 F,, .z, and 0.309 MAE. “AL-
BEF + Mask4Align” outperforms “ALBEF” by 0.307 S,,
0.217 Finaz, and 0.271 MAE. These above comparison
results demonstrate that Mask4Align can effectively im-
prove the VQA module’s capability to localize entities in
the multi-entity scene.

METHOD AUC 7 Dist | MDist | Ang | MAng |
CLIP [25] 0.648 0340 0257 423 30.1
CLIP + Mask4Align wo RG-VQA  0.675 0.316 0238 40.0 28.1
CLIP + Mask4Align 0.677 0312 0234 395 27.8
ALBEF [18] 0.688 0300 0227 392 282
ALBEF + Mask4Align w/o RG-VQA 0.742 0.266 0.193 327 24.1
ALBEF + Mask4Align 0745 0263 0.191 324 238

Table 2. Ablation study across various VQA models (i.e., CLIP
[25] and ALBEF [18]) on the GazeFollow test set [26].

METHOD Sa 1 Frnaz T MAE |
CLIP + Random 0.408 0.596 0.477
CLIP + Mask4Align w/o RG-VQA  0.625 0.598 0.197
CLIP + Mask4Align 0.656 0.615 0.168
ALBEF + Random 0514 0572 0342
ALBEF + Mask4Align w/o RG-VQA 0.781 0.732  0.088
ALBEF + Mask4Align 0.821 0.789 0.071

Table 3. Ablation study across various VQA models (i.e., CLIP
[25] and ALBEF [18]) on ME-VQA.

4.3. Comparison Experiments

To comprehensively evaluate Mask4Align, we ex-
plore different variants with various image modifications
and corresponding prompt settings on GazeFollow [26].
Specifically, we construct two different variant methods,
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Figure 6. Different variants align methods. (1) Mask4Align, (2)
Box4Align, (3) Covering4Align.

namely, Box4Align and Covering4Align, as shown in Fig.
Fig. 6. Box4Align selects the target entity by adding a
black bounding box around one of the entities. Then we
set the prompt input as "In the white bounding
box, the worker is watching at {Entity}
in the black bounding box", and choose the
entity with the highest confidence. Covering4Align selects
the target entity by covering the other entities with filled
rectangles until only one is left. Then we set the prompt
input as "In the white bounding box, the
worker is watching at {Entity}", and choose
the entity with the highest confidence.

In Table 4, it is evident that Mask4Align outperforms
the other two methods. For example, Mask4Align exceeds
Box4Align by 0.020 AUC, 0.021 Dist, and 1.6 Ang. This
is attributed to the significant impact that either highlight-
ing a section of the image using a bounding box or erasing
certain information by covering a rectangle has on the im-
age’s coherence and interpretation. In contrast, Mask4 Align
adeptly preserves the image’s continuity while introducing
additional color information without substantially altering
its semantics. This preservation allows the VQA module to
more effectively interpret the semantic content within the
image, thus contributing to Mask4Align achieving superior
performance.

4.4. Sensitivity Analysis

In this section, we analyze the sensitivity of the hyper-
parameters « and 3, which represent the weights of the
grayscale image i, background and colorful masks, respec-
tively, when they are overlaid in Eq. (7). Since « and 8 sum

METHOD AUC 1 Dist | MDist | Ang | MAng |
CLIP + Mask4Align ~ 0.675 0.316 0.238 40.0 28.1
CLIP + Box4Align ~ 0.655 0337 0247 41.6 29.7

CLIP + Covering4Align 0.653 0.333 0.246 419 29.8

Table 4. Performance comparison across different variants method
on the GazeFollow test set [26].

to 1, essentially, this process involves only one hyperparam-
eter, o, where 3 is defined as 1 — . We employed two VQA
modules, ALBEF [18] and CLIP [25], and conducted eval-
uations within the range of o from 0.3 to 0.7, with a step
size of 0.1. The performances are shown in Table 5.

From Table 5, we observe that variations in the o value
do not notably affect the models’ performance. A balanced
performance is consistently achieved when « is set to 0.5.
Therefore, we adopt 0.5 as the default value for «.

METHOD a AUC 1 Dist | MDist | Ang | MAng |
0.3 0.674 0.320 0.240 402 282
04 0.674 0.318 0.239 402 283
CLIP + Mask4Align 0.5 0.675 0.316 0.240 40.0 28.1
0.6 0.676 0.318 0.240 40.1 282
0.7 0.673 0.319 0.243 40.3 282
0.3 0.742 0.263 0.193 330 243
0.4 0.742 0.266 0.198 329 245
ALBEF + Mask4Align 0.5 0.742 0.266 0.193 32.7 24.1
0.6 0.741 0.267 0.197 33.5 247
0.7 0.740 0.265 0.197 335 247

Table 5. The influence performances of the o value on the Gaze-
Follow test set [26].

4.5. Failure Cases Analysis

In certain cases, the VQA model tends to prefer legal de-
scriptions in the wild, such as choosing “red fruit” instead
of the correct answer “orange fruit”. The example is shown
in Fig. 7. F. We suspect that the reason for this bias might
lie in the abundance of red fruit-shaped samples in the train-
ing data, leading the model to favor red fruit as the correct
choice. Aggregating answers across various queries under
different color conditions, as demonstrated in the supple-
mentary material, partially but not completely mitigates this
issue.

5. Conclusion

In the context of the Visual Question Answering (VQA)
task, the challenge of multi-entity localization is con-
strained by the limited ability of natural language to de-
scribe similar objects, a facet largely overlooked in most re-
search endeavors. Even native VQA modules derived from
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A. Gaze Target Prediction C. Decision-Making Prediction E. Similar Object Spatial Relations
Q: Where is the worker looking? Q: Which path will this person take? Q: Which apple is nearest to the given one?

B. Basketball Event Prediction D. Football Event Prediction
Q: Where will the ball be passed? Q: Where will the ball be passed?
F. Failure Cases
Q: Which fruit the girl want to pick?

orange
fruit
red fruit
purple
fruit
Figure 7. Visualization of five applications on various multi-entity scenarios and one failure example.
pretrained Vision-Language models prove inadequate in ad- Based on these issues, several potential avenues for fur-
dressing this particular issue. Therefore, we introduce the ther investigation emerge:
Mask4Align method, which incorporates color information ] )
into images and generates candidate answers adorned with * To leverage more robust models for addressing multi-
corresponding colors. This approach successfully leverages entity localization PrOt?lems’ we may need to deylse a
the discerning capabilities of the overlooked VQA modules method to embed candidate answers, potentially incur-
for multi-entity resolution. Our method yields reliable en- ring additional training costs.

tity localization results in the gaze target prediction task and
demonstrates favorable application outcomes across various
scenarios.

Limitations. The method faces the issues as follows: * The collection of a larger dataset would facilitate more
comprehensive training and testing.

* A question-answering approach could be designed to
enable models to select appropriate colors.

* The performance of the VQA model directly impacts

the final performance. Broader Impact: Our approach demonstrates versatility,
applicable to a range of challenges in multi-entity local-
ization within the field of computer vision. As an unsu-
pervised method that doesn’t require additional learning,
Mask4Align can be directly applied to specific tasks with-
out training. The concept of integrating information akin
* The selection of colors is predefined and cannot auto- to Mask4Align holds the potential to stimulate further re-

matically adapt to different models’ preferences. search within the community, particularly in endeavors con-

centrating on aligning vision and language.

* Not all models allow direct textual input for candidate
answers, and currently, the best-performing VLM in
the VQA task does not allow input of candidate an-
swers either.

* There is a lack of extensive datasets specifically tai-
lored for multi-entity tasks, hindering comprehensive Acknowledgement. The work is supported by the National
training and testing. Natural Science Foundation of China (No.62302170).
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