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Abstract

Self-supervised feature reconstruction methods have
shown promising advances in industrial image anomaly de-
tection and localization. Despite this progress, these meth-
ods still face challenges in synthesizing realistic and di-
verse anomaly samples, as well as addressing the feature
redundancy and pre-training bias of pre-trained feature.
In this work, we introduce RealNet, a feature reconstruc-
tion network with realistic synthetic anomaly and adaptive
feature selection. It is incorporated with three key inno-
vations: First, we propose Strength-controllable Diffusion
Anomaly Synthesis (SDAS), a diffusion process-based syn-
thesis strategy capable of generating samples with vary-
ing anomaly strengths that mimic the distribution of real
anomalous samples. Second, we develop Anomaly-aware
Features Selection (AFS), a method for selecting repre-
sentative and discriminative pre-trained feature subsets to
improve anomaly detection performance while controlling
computational costs. Third, we introduce Reconstruction
Residuals Selection (RRS), a strategy that adaptively selects
discriminative residuals for comprehensive identification of
anomalous regions across multiple levels of granularity. We
assess RealNet on four benchmark datasets, and our results
demonstrate significant improvements in both Image AU-
ROC and Pixel AUROC compared to the current state-of-
the-art methods. The code, data, and models are available
at https://github.com/cnulab/RealNet.

1. Introduction
Image anomaly detection is a critical task in industrial

production, with wide-ranging applications in quality con-
trol and safety monitoring. While self-supervised methods
[18, 29, 42, 44, 46] have gained attention for training mod-
els using synthetic anomalies, they still face challenges in
synthesizing realistic and diverse anomaly images, espe-
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Figure 1. SDAS generates anomaly images using only normal
images. The example images are sourced from the MVTec-AD
dataset [3].

cially generating complex structural anomalies and unseen
anomaly categories. Due to the lack of available anomaly
images and prior knowledge about anomaly categories, ex-
isting methods rely on carefully crafted data augmentation
strategies [18, 29] or external data [42] for anomaly syn-
thesis, leading to significant distribution discrepancy be-
tween synthetic anomalies and real anomalies, thereby lim-
iting the generalization ability of anomaly detection mod-
els to real-world applications. To address these issues, we
introduce Strength-controllable Diffusion Anomaly Synthe-
sis (SDAS), a novel synthesis strategy that generates diverse
samples more closely aligned with natural distributions, and
offers flexibility in controlling anomaly strength. SDAS
employs DDPM [15] to model the distribution of normal
samples and introduces perturbation terms during the sam-
pling process to generate samples in low probability density
regions. These samples simulate various natural anomaly
patterns, such as aging, structural changes, abnormal tex-
tures, and color changes, as shown in Fig. 1.

Parallel to this, feature reconstruction-based anomaly de-
tection [8, 30, 38, 43, 46] is another promising research di-
rection, which reconstructs the features of anomalous im-
ages as those of normal images and conducts anomaly de-
tection and localization by reconstruction residuals. They
have attracted considerable attention due to the simple
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paradigm. However, due to the high computational de-
mands of feature reconstruction and the lack of effective
feature selection strategies, existing methods either employ
small-scale pre-trained CNNs [30, 38, 43] for anomaly de-
tection or handpick layer-specific features from pre-trained
network [8, 46] for reconstruction. The latest work [14]
highlights the importance of feature selection, indicating
that existing anomaly detection methods [27, 40] are sen-
sitive to feature selection. The optimal pre-trained feature
subset for anomaly detection varies across different cate-
gories. Therefore, devising a unified feature selection ap-
proach has become a pressing need for advancing anomaly
detection. In this paper, we propose RealNet, a feature re-
construction framework that incorporates Anomaly-aware
Features Selection (AFS) and Reconstruction Residuals Se-
lection (RRS). RealNet fully exploits the discriminative
capabilities of large-scale pre-trained CNNs while reduc-
ing feature redundancy and pre-training bias, enhancing
anomaly detection performance while effectively control-
ling computational demands. For different categories, Real-
Net selects different pre-trained feature subsets for anomaly
detection, ensuring optimal anomaly detection performance
while flexibly controlling the model size. Furthermore, Re-
alNet effectively reduces missed detections by adaptively
discarding reconstruction residuals lacking anomalous in-
formation, and significantly improves the recall of anoma-
lous regions. In summary, our contributions are fourfold:
• We propose RealNet, a feature reconstruction network

that effectively leverages multi-scale pre-trained features
for anomaly detection by adaptively selecting pre-trained
features and reconstruction residuals. RealNet achieves
state-of-the-art performance while addressing the compu-
tational cost limitations suffered by previous methods.

• We introduce Strength-controllable Diffusion Anomaly
Synthesis (SDAS), a novel anomaly synthesis strategy
that generates realistic and diverse anomalous samples
closely aligned with natural distributions.

• We evaluate RealNet on four datasets (MVTec-AD [3],
MPDD [16], BTAD [22], and VisA [47]), surpassing ex-
isting state-of-the-art methods using the same set of net-
work architectures and hyperparameters across datasets.

• We provide the Synthetic Industrial Anomaly Dataset
(SIA). SIA is generated by SDAS and consists of a to-
tal of 360,000 anomalous images from 36 categories of
industrial products. SIA can be conveniently utilized for
anomaly synthesis to facilitate self-supervised anomaly
detection methods.

2. Related work
Unsupervised anomaly detection and localization ap-

proaches use only normal images for model training, with-
out any anomalous data. These methods can be roughly
classified into four main categories: reconstruction-based

methods [1, 2], self-supervised learning-based methods
[18, 42], deep feature embedding-based methods [7, 27],
and one-class classification-based methods [20, 37]. In
this paper, we focus on the reconstruction-based and self-
supervised learning-based methods, which are of particular
relevance to our proposed RealNet framework.

Reconstruction-based methods follow a relatively con-
sistent paradigm, which entails training a reconstruction
model on normal images. The inability to effectively re-
construct anomalous regions in input images facilitates
anomaly detection and localization through comparison of
the original and reconstructed images. In this context, a
variety of reconstruction techniques are explored, such as
Autoencoder [2, 39], GAN [1, 28], Transformer [22, 25],
and Diffusion model [21, 33, 45]. However, managing the
reconstruction capability of the network remains challeng-
ing. In cases of complex image structures or textures, the
network may produce a simplistic copy instead of selective
reconstruction. Furthermore, inherent stylistic discrepan-
cies between original and reconstructed images can lead to
false positives or undetected anomalies.

Recent studies, as exemplified by [8, 30, 38, 43], have
been primarily focused on anomaly detection through the
reconstruction of pre-trained image features. In contrast to
image-level reconstruction, multi-scale features pre-trained
on ImageNet [9] demonstrate enhanced discriminative abil-
ities to detect anomalies across a wide range of scales and
diverse image patterns. However, due to the inherent fea-
ture redundancy in high-dimensional features and the pre-
training bias introduced by classification tasks, the anomaly
detection capability of large-scale pre-trained networks has
not been fully utilized. Recent studies [30, 38, 43] use
small-scale pre-trained networks to ensure controllable re-
construction costs, and other works [27, 32, 46] manually
select partial layer features from pre-trained networks for
anomaly detection. However, the optimal feature subset for
anomaly detection varies across different categories [14],
thus, these manually selecting methods often prove to be
dataset-specific and suboptimal, resulting in a significant
performance drop. Different from previous solutions, our
RealNet presents a novel combination of efficient feature
selection strategies and an optimized reconstruction pro-
cess, effectively enhancing anomaly detection performance
while maintaining computational efficiency.

Self-supervised learning-based methods aim to by-
pass the need for labels of anomalous images by setting
a suitable proxy task. Notable works in this domain in-
clude CutPaste [18], which generates anomalies by trans-
planting image patches from one location to another, al-
beit with suboptimal continuity in the anomalous regions.
NSA [29] uses Poisson image editing [23] for seamless im-
age pasting to synthesize more natural anomaly regions.
DRAEM [42] leverages the texture dataset DTD [5] to
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Figure 2. The pipeline of our RealNet consists of three core components: Strength-controllable Diffusion Anomaly Synthesis (SDAS),
Anomaly-aware Features Selection (AFS), and Reconstruction Residuals Selection (RRS). 1) SDAS enables the synthesis of diverse, near-
natural distribution anomalous images. 2) AFS refines features extracted by large-scale pre-trained CNN for dimensionality reduction.
Refined features are reconstructed into corresponding normal image features by a set of reconstruction networks. 3) RRS selects recon-
struction residuals most likely to identify anomalies, which are then fed into a discriminator for anomaly detection and localization.

synthesize various texture anomalies and achieve advanced
self-supervised anomaly detection performance, however, it
falls short when faced with specific structural anomalies,
such as partial missing or misplaced elements.

The performance of self-supervised anomaly detection
methods hinges on how closely the proxy task aligns with
the real anomaly detection task. Anomaly synthesis, as a
fundamental study in anomaly detection, has not yet re-
ceived widespread exploration. Recent work [11] use Style-
GAN2 [17] for image editing to generate anomalous im-
ages. However, the proposed method relies on real anoma-
lous images and cannot generate unseen anomaly types. In
contrast, SDAS operates in the probability space, free from
constraints imposed by data augmentation rules or existing
data, enabling effective control over anomaly strengths and
the generation of realistic and diverse anomaly images us-
ing only normal images.

3. Method

In this section, we will introduce our proposed fea-
ture reconstruction framework, RealNet, which consists
of three key components: Strength-controllable Diffu-
sion Anomaly Synthesis (SDAS), Anomaly-aware Features
Selection (AFS), and Reconstruction Residuals Selection
(RRS). The pipeline of RealNet is illustrated in Fig. 2.

3.1. Strength-controllable Diffusion Anomaly
Synthesis

Denoising Diffusion Probabilistic Models (DDPM) [15]
employ a forward diffusion process to incrementally add

noise N (0, I) to the original data distribution q(x0). At
time t, the conditional probability distribution of the noisy
data xt is q(xt|xt−1) = N (xt;

√
1− βtxt−1, βtI), where

{βt}Tt=1 is a fixed variance schedule, and {xt}Tt=1 are the la-
tent variables. The diffusion process is defined as a Markov
chain, with joint probability distribution q(x1:T |x0) =∏T

t=1 q(xt|xt−1). Following the sum rule of Gaussian ran-
dom variables, the conditional probability distribution of xt

at time t is q(xt|x0) = N (xt;
√
ᾱtx0, (1 − ᾱt)I), where

αt = 1− βt, and ᾱt =
∏t

i=1 αi.
The reverse process is described as another Markov

chain, where the mean and variance of the reverse
process are parameterized by θ, i.e., pθ(xt−1|xt) =
N (xt−1;µθ(xt, t),Σθ(xt, t)). There are various ways to
model µθ(xt, t); typically, neural networks ϵθ(xt, t) are
used to model the noise ϵ in the diffusion process, resulting
in µθ(xt, t) = 1√

αt
(xt − βt√

1−ᾱt
ϵθ(xt, t)). In the training

phase, our goal is to minimize the variational upper bound
of the negative log-likelihood, which leads to the simplified
objective:

Lsimple = Et,x0,ϵ[∥ϵ− ϵθ(xt, t)∥2] (1)

To generate realistic anomalous images, we first train a
diffusion model to learn the distribution of normal images
using Eq. (1). In reverse diffusion process characterized by
pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)), xt−1 is the
normal image obtained at time t − 1. Due to the anoma-
lous images being located in low-density regions near the
normal images, we introduce an additional perturbation sΣ
to sample anomalous images, yielding p(x′

t−1|xt−1) =
N (x′

t−1;xt−1, sΣ), where Σ is the additional introduced
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Figure 3. Anomaly image examples generated with different synthesis methods. (a) Examples generated using SDAS with different
anomaly strengths s. (b) Examples featuring local anomaly regions generated by various anomaly synthesis methods.

variance, scalar s controls the anomaly strength (s ≥ 0),
and x′

t−1 is the anomalous image obtained at time t − 1.
To simplify the anomalous synthesis process, we set Σ =
Σθ(xt, t), by which the conditional probability distribution
of anomalous images x′

t−1 can be written as follows:

pθ(x
′
t−1|xt) = N (x′

t−1;µθ(xt, t), (1 + s)Σθ(xt, t)) (2)

To ensure that the generated anomalous images are close
to the distribution of normal images, we set s → 0, re-
sulting in x′

t−1 ≈ xt−1; then we use x′
t−1 for the next

time step of the reverse diffusion process. The final form
is pθ(x′

t−1|x′
t) = N (x′

t−1;µθ(x
′
t, t), (1 + s)Σθ(x

′
t, t)). We

term this process Strength-controllable Diffusion Anomaly
Synthesis (SDAS), detailed in Algorithm 1. Specifically,
SDAS will generate normal images if s is set to 0.

To incorporate these anomalous images during training
of anomaly detection model, we follow the approach pre-
sented in [42], utilizing a Perlin noise generator [24] to cap-
ture various anomalous shapes and binarize them into an
anomaly mask M . We denote the normal image as I , the
anomalous image generated by SDAS as P , and the image
with local anomalies synthesized by image blending as A:

A = M ⊙ I + (1− δ)(M ⊙ I) + δ(M ⊙ P ) (3)

Algorithm 1 Strength-controllable Diffusion Anomaly
Synthesis (SDAS)

Input: diffusion model (µθ(xt, t),Σθ(xt, t))
anomaly strength s

xT ∼ N (0, I)
for all t from T to 1 do

µ,Σ← µθ(xt, t),Σθ(xt, t)
xt−1 ∼ N (µ, (1 + s)Σ)

end for
return x0

where M = 1 −M , ⊙ denotes the element-wise multipli-
cation operation, and δ is the opacity in the image blending.
To ensure that the generated anomalous regions are located
in the foreground, we use an adaptive threshold-based bi-
narization method for foreground segmentation, similar to
methods used in [29, 35, 36]. Fig. 3a shows the images gen-
erated by SDAS under different anomaly strengths, while
Fig. 3b compares the images with local anomaly regions
synthesized by different methods. The larger the value of
s, the greater the distribution difference between the gen-
erated image and the normal image, and the more obvious
the abnormal region obtained after image blending. When
s is very small, imperceptible abnormal regions can be syn-
thesized. Compared with alternative synthesis methods, the
anomalies generated by SDAS are more continuous and can
have very realistic structural anomalies.

3.2. Anomaly-aware Features Selection

In this section, we introduce the Anomaly-aware Fea-
tures Selection (AFS) module within RealNet, a self-
supervised method for pre-trained feature selection, re-
ducing feature dimensionality and eliminating pre-training
bias, as well as managing reconstruction costs. Firstly,
we define a set of N triplets {An, In,Mn}Nn=1, where
An, In ∈ Rh×w×3 represent anomaly images synthesized
by SDAS and original normal images, and Mn ∈ Rh×w

represents the corresponding anomaly mask. We denote the
pre-trained network as ϕk, and ϕk(An) ∈ Rhk×wk×ck rep-
resents the kth layer pre-trained feature extracted from An,
where ck represents the number of channels. For the ith
feature map, ϕk,i(An) ∈ Rhk×wk , AFS selects mk fea-
ture maps for reconstruction (mk ≤ ck). Specifically, the
feature maps indexed by k are from ResNet-like architec-
tures, such as ResNet50 [13] or WideResNet50 [41], where
k ∈ {1, 2, 3, 4} represent the last layer outputs of blocks
with different spatial resolutions.
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For the kth layer pre-trained features, we define the fol-
lowing AFS loss for evaluation of the ith feature map:

LAFS(ϕk,i) =
1

N

N∑
n=1

∥F ([ϕk,i(An)−ϕk,i(In)]
2)−Mn∥22

(4)
where F (·) is a function that performs normalization oper-
ation and aligns the resolution of [ϕk,i(An)− ϕk,i(In)]

2 to
Mn. Given the feature reconstruction process for anoma-
lous images, we train a reconstruction network to infer
ϕk,i(In) based on ϕk,i(An), which enables the detec-
tion and localization of anomalies through [ϕk,i(An) −
ϕk,i(In)]

2. Ideally, [ϕk,i(An) − ϕk,i(In)]
2 should closely

approximate Mn. The LAFS(ϕk,i) represents the capabil-
ity of ϕk,i in identifying anomalous regions. Due to the
unavailability of real anomalous samples, we employ syn-
thetic anomalies for feature selection. For the kth layer
of pre-trained features, AFS selects mk feature maps with
the smallest LAFS for reconstruction. We denote the AFS
as φk(·), and φk(An) ∈ Rhk×wk×mk , where mk ≤ ck.
We perform AFS on each layer of pre-trained features
separately, and finally obtain selected multi-scale features
{φ1(An), ..., φK(An)}. In this process, each layer’s feature
dimension {m1, ...,mK} serves as a set of hyperparame-
ters. Specifically, for RealNet, AFS operation is performed
only once on the pre-trained features of each layer, and the
index of the selected feature maps is cached for subsequent
training and inference.

AFS adaptively selects a subset of features from all avail-
able layers for anomaly detection, offering the following
advantages compared to conventional methods [27, 32, 46]
that select all features from partial layers: 1) AFS reduces
feature redundancy within layers and mitigates pre-training
bias, enhancing both feature representativeness and dis-
criminability to improve anomaly detection performance.
2) AFS broadens the receptive field to enhance multi-scale
anomaly detection capabilities. 3) AFS distinguishes the
dimensions of pre-trained features from those employed for
anomaly detection, ensuring efficient control over compu-
tational costs and flexible customization of the model size.

In RealNet, a set of reconstruction networks
{G1, ..., GK} are designed to reconstruct the selected
synthetic anomalous features {φ1(An), ..., φK(An)} into
the original image features {φ1(In), ..., φK(In)} at various
resolutions. The loss function Lrecon is defined as:

Lrecon(A, I) =
1

N

N∑
n=1

K∑
k=1

∥Gk(φk(An))− φk(In)∥22

(5)
During the reconstruction process, we intentionally

forgo aligning multi-scale features [27, 30, 38] to preserve
optimal performance. This choice is motivated by the po-

tential drawbacks associated with aligning low-resolution
features through down-sampling, which could compromise
the network’s detection resolution and increase the risk of
misidentifying anomalies. On the other hand, aligning high-
resolution features using up-sampling may result in unnec-
essary feature redundancy, leading to elevated reconstruc-
tion costs. A detailed discussion on the reconstruction net-
work architectures can be found in Appendix C.

3.3. Reconstruction Residuals Selection

In this section, we present the Reconstruction Resid-
uals Selection (RRS) module. Reconstruction residuals
are denoted as {E1(An), ..., EK(An)}, where Ek(An) =
[φk(An) − Gk(φk(An))]

2. To obtain the global recon-
struction residual E(An) ∈ Rh′×w′×m′

, we up-sample
the low-resolution reconstruction residuals and concate-
nate them channel-wise, where m′ =

∑K
k=1 mk, h′ =

max(h1, ..., hK), and w′ = max(w1, ..., wK).
The reconstruction residuals in E(An) is obtained from

the pre-trained features of reconstructing corresponding
layer, and the features of the same resolution only have good
ability to capture anomalies within a certain range. For
instance, subtle low-level texture anomalies can be effec-
tively captured exclusively by reconstruction residuals de-
rived from low-level features. Therefore, RRS selects only
a subset of reconstruction residuals that contain the most
anomalous information for the anomaly score generation,
to achieve the highest possible recall of anomalous regions.

Firstly, RRS performs GlobalMaxPooling (GMP)
and GlobalAveragePooling (GAP) on E(An) to obtain
EGMP (An), EGAP (An) ∈ Rm′

respectively. The
r largest elements in EGMP (An) and EGAP (An) are
then used to index the positions of E(An) and obtain
Emax(An, r), Eavg(An, r) ∈ Rh′×w′×r, which respec-
tively represent the TopK reconstruction residuals with the
highest maximum and average values. To avoid missed
detections caused by inadequate resolution, reconstruction
residuals with insufficient anomalous information are dis-
carded in RRS.

As GMP and GAP respectively represent local and
global properties spatially, Emax is more effective in cap-
turing local anomalies in small areas, while Eavg focuses
on selecting anomalies with large spans. Combining Emax

and Eavg together can enhance the RRS’s ability to capture
anomalies of various scales. We define the RRS operator
as ERRS(An, r) ∈ Rh′×w′×r. ERRS(An, r) concatenates
Emax(An, r/2) and Eavg(An, r/2). Finally, we feed the
ERRS(An, r) into a discriminator, which maps the recon-
struction residual to the image-level resolution, obtaining
the final anomaly scores. The maximum value in anomaly
scores is used as the image-level anomaly score. We use
cross entropy loss Lseg(A,M) to supervise the training of
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Table 1. Comparison of SIA with alternative anomaly synthesis approaches on the MVTec-AD dataset [3], employing Image AUROC (%),
Pixel AUROC (%), and PRO (%) as evaluation metrics.

Category SIA DTD [5] NSA [29] CutPaste [18]

Texture

Carpet (99.84, 99.19, 96.41) (100.0, 99.27, 96.96) (99.80, 98.60, 88.77) (99.24, 98.42, 93.85)
Grid (100.0, 99.51, 97.28) (100.0, 99.57, 97.14) (100.0, 99.32, 91.31) (100.0, 99.18, 92.53)

Leather (100.0, 99.76, 96.22) (100.0, 99.77, 96.41) (100.0, 99.24, 96.85) (100.0, 99.41, 92.12)
Tile (99.96,99.44, 97.70) (100.0, 99.35, 95.27) (100.0, 97.40, 86.45) (99.86, 97.63, 84.39)

Wood (99.21, 98.22, 90.54) (99.65, 98.28, 91.23) (97.63, 93.30, 87.20) (98.95, 95.29, 81.47)
AVG (99.80, 99.22, 95.63) (99.93, 99.25,95.40) (99.49, 97.57, 90.11) (99.61, 97.99, 88.87)

Object

Bottle (100.0, 99.30, 95.62) (100.0, 99.35, 95.57) (100.0, 99.37, 93.49) (100.0, 99.14, 91.41)
Cable (99.19, 98.10, 93.38) (98.95, 97.84, 90.36) (99.33, 97.62, 93.26) (96.35, 96.23, 86.05)

Capsule (99.56, 99.32, 84.48) (99.32, 99.19, 82.28) (99.04, 99.27, 85.77) (98.48, 99.10, 79.55)
hazelnut (100.0, 99.68, 93.14) (100.0, 99.46, 93.46) (100.0, 99.25, 94.41) (100.0, 99.03, 91.51)

Metal Nut (99.76, 98.58, 94.39) (99.90, 98.58, 96.49) (100.0, 99.11, 93.27) (99.90, 98.03, 89.69)
Pill (99.13, 99.02, 91.04) (98.36, 98.88, 84.44) (97.19, 98.28, 95.15) (97.22, 98.96, 86.48)

Screw (98.83, 99.45, 87.90) (97.72, 99.36, 85.22) (98.79, 99.62, 93.74) (92.74, 98.53, 79.63)
Toothbrush (99.44, 98.71, 91.57) (99.44, 98.69, 90.87) (100.0, 99.18, 89.20) (99.17, 98.85, 78.48)
Transistor (100.0, 98.00, 92.92) (99.71, 97.15, 86.56) (98.54, 95.67, 79.09) (99.38, 96.32, 76.52)

zipper (99.82, 99.17, 93.43) (99.68, 99.02, 88.77) (99.90, 98.91, 93.05) (99.61, 98.03, 92.26)
AVG (99.57, 98.93, 91.79) (99.31, 98.75, 89.40) (99.28, 98.63, 91.04) (98.29, 98.22, 85.16)

AVG (99.65, 99.03, 93.07) (99.52, 98.92, 91.40) (99.35, 98.28, 90.73) (98.73, 98.14, 86.40)

Table 2. Comparison of RealNet with alternative anomaly detection methods on the MVTec-AD dataset [3].

Metric PatchCore [27] SimpleNet [19] FastFlow [40] DRAEM+SSPCAB [26] DSR [43] UniAD [38] RD++ [32] DeSTSeg [46] DiffAD [45] RealNet
Image AUROC 99.1 99.6 99.3 98.9 98.2 96.6 99.4 98.6 98.7 99.6
Pixel AUROC 98.1 98.1 98.1 97.2 - 96.6 98.3 97.9 98.3 99.0

discriminator. The overall loss of RealNet is:

L(A, I,M) = Lrecon(A, I) + Lseg(A,M) (6)

3.4. Synthetic Industrial Anomaly Dataset

To facilitate the reuse of generated anomaly images by
SDAS, we constructed the Synthetic Industrial Anomaly
Dataset (SIA). SIA comprises anomaly images for 36 cate-
gories from four industrial anomaly detection datasets, in-
cluding MVTec-AD [3], MPDD [16], BTAD [22], and VisA
[47]. We generated 10,000 anomaly images with a resolu-
tion of 256×256 for each category, with anomaly strength s
uniformly sampled between 0.1 and 0.2. SIA can be conve-
niently used for synthesizing anomaly images through im-
age blending, as described in Eq. (3), and can serve as an
effective alternative to the widely used DTD dataset [5].

4. Experiment
4.1. Experimental setup

Datasets. We conduct extensive evaluations on four
datasets, including MVTec-AD [3], MPDD [16], BTAD
[22], and VisA [47]. MVTec-AD [3] contains 5,354 im-
ages from 15 categories for industrial anomaly detection
tasks, including 10 object categories and 5 texture cate-
gories. MPDD [16] contains 1,346 images from 6 types
of industrial metal products with varying lighting condi-
tions, non-uniform backgrounds, and multiple products in

each image. Furthermore, the placement orientation, shoot-
ing distance, and position of the products are also varied.
BTAD [22] contains images of 3 industrial products from
the real world. VisA [47] is comprised of 9,621 normal im-
ages and 1,200 anomaly images from 12 categories. Certain
categories demonstrate intricate structures, as exemplified
by PCBs, while others consist of multiple objects that re-
quire detection, such as Capsules, thus rendering detection
and localization a challenging task.

Metrics. To evaluate the performance of image-level
anomaly detection, we use the Area Under the Receiver
Operator Curve (AUROC) metric, as in previous works
[3, 16, 22, 47]. For pixel-level anomaly location, we use
Pixel AUROC and Per Region Overlap (PRO) [4].

Implementation details. We evaluate RealNet on four
datasets with consistent network architectures and hyperpa-
rameters, without specific tuning for individual categories.
We use a WideResNet50 [41] pre-trained on ImageNet [9]
as the backbone. In AFS, we set the dimension of pre-
trained feature of each layer to {256, 512, 512, 256} for re-
construction. For RRS, 1/3 of the reconstruction residu-
als are reserved to generate the final anomaly scores. For
SDAS, we train the diffusion model following [10] and
use the SIA dataset for anomaly synthesis. Both SDAS
and anomaly detection are performed at a resolution of
256 × 256 without center cropping, with a batch size of
16, and we use 64 batches of synthetic anomaly images for
AFS. More details can be found in Appendix B.
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Table 3. Comparison of SIA with DTD [5] and CutPaste [18] on
the MPDD dataset [16], employing Image AUROC (%), Pixel AU-
ROC (%), and PRO (%) as evaluation metrics.

Category SIA DTD [5] CutPaste [18]
Bracket Black (94.95, 99.27, 87.10) (89.49, 98.90, 88.57) (66.42, 96.67, 56.53)
Bracket Brown (96.83, 97.81, 94.36) (92.99, 97.35, 92.64) (95.48, 97.54, 55.17)
Bracket White (88.78, 97.44, 84.00) (86.67, 98.59, 77.08) (88.44, 96.51, 64.32)

Connector (100.0, 97.46, 84.79) (99.05, 97.76, 65.91) (99.05, 98.47, 74.05)
Metal Plate (100.0, 99.28, 94.44) (100.0, 99.35, 93.78) (99.95, 98.83, 92.69)

Tubes (97.51, 97.94, 93.29) (92.62, 99.01, 96.49) (91.49, 98.09, 92.99)
AVG (96.35, 98.20, 89.66) (93.47, 98.49, 85.75) (90.14, 97.69, 72.63)

Figure 4. Qualitative results of RealNet on the MVTec-AD dataset
[3]. Within each group, from left to right, are the anomaly image,
ground-truth, and predicted anomaly score.

Table 4. Comparison of RealNet with alternative anomaly detection methods on the MPDD dataset [16].

Metric PatchCore [27] CFlow [12] PaDiM [7] SPADE [6] DAGAN [31] Skip-GANomaly [1] RealNet
Image AUROC 82.1 86.1 74.8 77.1 72.5 64.8 96.3
Pixel AUROC 95.7 97.7 96.7 95.9 83.3 82.2 98.2

4.2. Anomaly detection on MVTec-AD

We train RealNet using SIA and alternative anomaly syn-
thetic methods on the MVTec-AD dataset [3], to evaluate
the model’s performance in anomaly detection and local-
ization. These methods include: 1) DTD [5]: This method
utilizes the DTD dataset [5] to blend images with generated
anomalous textures, and the data augmentation strategy in
[42] is employed during the blending process. 2) NSA [29]:
This method employs Poisson image editing [23] to seam-
less image editing, following parameter setting in [29]. 3)
CutPaste [18]: This method involves random image crop-
ping and pasting to synthesize anomaly regions.

The experimental results are shown in Tab. 1. SDAS
demonstrates flexibility in controlling the anomaly strength
and generates synthetic anomalies with multiple anomaly
patterns, especially for the object categories, where it
achieves the best detection and localization performance.
Compared to other methods, SDAS is not constrained by
data augmentation rules or external data, enabling the syn-
thesis of more natural and rich functional anomalies, as
shown in Fig. 3. RealNet trained using SIA achieves re-
markable performance on the MVTec-AD dataset [3], with
an Image AUROC of 99.65%, a Pixel AUROC of 99.03%,
and a PRO score of 93.07%. Fig. 4 presents the qualita-
tive anomaly localization results of RealNet on the MVTec-
AD dataset [3]. The method exhibits remarkable pixel-
level anomaly localization, proficiently identifying diverse
anomaly patterns at various scales. Furthermore, RealNet
can achieve a rapid inference speed of 31.93 FPS when us-
ing a single Nvidia GeForce RTX 3090, and it can perform
inference using only 4GB of GPU memory. A detailed com-
putational efficiency analysis can be found in Appendix C.

We also compare RealNet with several state-of-the-art
anomaly detection methods, and the results are shown in
Tab. 2. Built on the same pre-trained network, RealNet out-
performs the state-of-the-art alternatives, including Deep

Feature Embedding-Based method (PatchCore [27] and
SimpleNet [19]) and the NF-Based method (FastFlow [40]).
When compared to previous reconstruction-based methods,
RealNet achieves significant performance improvement.

4.3. Anomaly detection on MPDD

We evaluate RealNet on MPDD dataset [16] with SIA,
DTD [5], and CutPaste [18], and the results are shown in
Tab. 3. Notably, RealNet trained with SIA achieves a signif-
icant improvement of 2.88% in Image AUROC over DTD
[5]. Tab. 4 shows the Image AUROC and the Pixel AUROC
of RealNet and other methods on the MPDD dataset [16].
RealNet achieves an Image AUROC of 96.3%, surpassing
the current best performance (CFlow [12]) by 10.2%, even
without any dataset-specific tuning.

4.4. Anomaly detection on other benchmarks

To comprehensively assess the effectiveness of RealNet,
we conduct experiments on the BTAD [22] and VisA [47]
datasets. On the VisA dataset [47], characterized by com-
plex structures and multiple detection objects, RealNet em-
ploying SIA yields a significant performance improvement,
achieving an Image AUROC of 97.8% and a Pixel AUROC
of 98.8%. In the case of the BTAD dataset [22], RealNet
with SIA achieves competitive results, securing an Image
AUROC of 96.1% and a Pixel AUROC of 97.9%. Detailed
results can be found in Appendix C.

4.5. Ablation studies

To evaluate the effectiveness of each module of RealNet,
we conduct comprehensive ablation studies on MVTec-AD
dataset [3]. First, we evaluate the impact of AFS and RRS
on the performance of RealNet.

W/O AFS: We replace AFS with two alternative dimen-
sionality reduction methods, namely Random Dimension-
ality Reduction (RDR) [7] and Random Linear Projections
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Table 5. Ablation studies of RealNet on the MVTec-AD dataset [3].

(a) The impact of AFS and RRS on RealNet.

AFS RRS Image AUROC Pixel AUROC PRO
1 - - 94.46 / 95.67 93.38 / 95.84 79.81 / 82.26
2 ✓ - 96.86 96.32 84.13
3 - ✓ 99.39 / 99.09 98.66 / 98.22 92.01 / 88.38
4 ✓ ✓ 99.65 99.03 93.07

(b) The impact of anomaly strengths on RealNet.

Metric s = 0 s = 0.1 s = 0.2 s ∈ [0.1, 0.2]
Image AUROC 99.35 99.65 99.61 99.65
Pixel AUROC 98.85 98.96 98.95 99.03

PRO 91.80 92.16 89.36 93.07

Figure 5. Performance of RealNet on MVTec-AD dataset [3] under various modes of reconstruction residuals selection (Max, Avg, and
Max&Avg) and varying retention ratio P of reconstruction residuals.

Reduction (RLPR) [27, 34]. RDR randomly selects some
dimensional features from high-dimensional features, while
RLPR employs an untrained linear transformation layer for
linear projection. We report the results of our RealNet with
RDR and RLPR, respectively, as shown in the experiments
1 and 3 in Tab. 5a. W/O RRS: We feed the global recon-
struction residual E(An) into the discriminator to generate
anomaly scores, and the results are shown in the experi-
ments 1 and 2 in Tab. 5a.

As indicated by the ablation results in Tab. 5a, RRS
contributes significantly to performance improvement. Us-
ing all the reconstruction residuals to generate anomaly
scores, reconstruction residuals lacking of anomaly infor-
mation can lead to missed anomaly regions, resulting in
a significant decrease in anomaly detection performance.
Furthermore, AFS yields better anomaly detection results
compared to RDR and RLPR. A straightforward visualiza-
tion result about AFS is provided in Appendix D.

We further investigate the impact of anomaly strength s
in SDAS, and the results are shown in Tab. 5b. When s
equals 0, SDAS generates normal images in high probabil-
ity density regions. Blending images may introduce false
positive anomaly regions, which lowers the reconstruction
difficulty and confuses the discriminator, leading to subop-
timal performance. Conversely, when s is too large, the syn-
thetic anomaly images deviate from the true distribution of
anomalous images, causing RealNet’s performance to de-
teriorate. Our findings indicate that uniformly sampling s
within a specific range serves as a robust approach for gen-
erating anomalous images. This method enables RealNet to
cover a wider range of anomalous patterns, ultimately im-
proving the overall anomaly detection performance.

In Fig. 5, we report the impact of different RRS modes

and retention ratios on the performance of RealNet. Since
the setting of r is related to mk, we introduce the retention
ratio P , defined as: P =

r

ΣK
k=1mk

. Compared to Max

and Avg modes, Max&Avg mode demonstrates superior
robustness in detecting anomalies across various scales. At
equal retention rates, the Max&Avgmode discards more re-
construction residuals lacking anomalous information than
the Max and Avg modes, mitigating performance degra-
dation and further emphasizing the effectiveness of the
Max&Avg mode in enhancing RealNet’s anomaly detec-
tion capabilities. More ablation experiments and analysis
can be found in Appendix C.

5. Conclusion

In this work, we introduce RealNet, an innovative self-
supervised anomaly detection framework. Our approach in-
tegrates three core components: Strength-controllable Dif-
fusion Anomaly Synthesis (SDAS), Anomaly-aware Fea-
tures Selection (AFS), and Reconstruction Residuals Se-
lection (RRS). These components synergistically contribute
to RealNet, enabling effective exploitation of large-scale
pre-trained models in anomaly detection while keeping the
computational overhead within a reasonably low and ac-
ceptable range. RealNet provides a flexible foundation for
future research in anomaly detection utilizing pre-trained
feature reconstruction techniques. Through extensive ex-
periments, we illustrate RealNet’s proficiency in addressing
diverse real-world anomaly detection challenges.
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