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Abstract

Diffusion models (DMs) have achieved remarkable gen-
erative performance, particularly with the introduction of
stochastic differential equations (SDEs). Nevertheless, a
gap emerges in the model sampling trajectory constructed
by reverse-SDE due to the accumulation of score estimation
and discretization errors. This gap results in a residual in
the generated images, adversely impacting the image qual-
ity. To remedy this, we propose a novel residual learning
framework built upon a correction function. The optimized
function enables to improve image quality via rectifying the
sampling trajectory effectively. Importantly, our framework
exhibits transferable residual correction ability, i.e., a cor-
rection function optimized for one pre-trained DM can also
enhance the sampling trajectory constructed by other dif-
ferent DMs on the same dataset. Experimental results on
four widely-used datasets demonstrate the effectiveness and
transferable capability of our framework.

1. Introduction
Diffusion models (DMs) [24, 64], a recent family of gener-
ative models, are revolutionizing the field of image genera-
tion [13, 16, 54, 56], and also finding rapid applications in
other domains such as video generation [20, 48], 3D gener-
ation [61, 76], text-to-image generation [51, 57, 58], inverse
problems [11, 41, 68], and image segmentation [3, 40].
Especially since the emergence of the seminal work [69],
DMs are generalized through the lens of stochastic differen-
tial equations (SDEs), achieving start-of-the-art image qual-
ity [30, 54] and good mode coverage [32, 34, 45, 67].

DMs consist of two processes, i.e., forward diffusion and
reverse sampling [62, 65, 72]. In the diffusion process, a
forward SDE is employed to perturb the data distribution
via a well-designed noise schedule [28, 69]. Since the noise
scale gradually reaches its maximum value, the target data
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Figure 1. Residual Learning in Diffusion Models. A gap arises
between true sampling and model sampling due to score estima-
tion and discretization errors. Our residual learning framework
employs a parameterized correction function to learn the residual
and correct the model sampling towards true sampling process.

distribution reverts to a prior distribution. Sample genera-
tion can be achieved by reversing this process [29, 46, 78].
Crucially, the reverse process satisfies a reverse-time SDE
or a probability flow (PF) ordinary differential equation
(ODE) [69]. This can be derived from the forward SDE by
considering the score of the marginal probability densities
as a function of time [1, 47]. We can therefore approximate
the reverse-time S/ODE by training a time-dependent neural
network to estimate the score [26, 64, 66].

In light of SDE frameworks, DMs tend to be based as di-
rectly as possible on a rigorous theoretical footing [28, 47],
which serves as a solid evident that a gap between the true
and modeling distributions constructed by the model sam-
pling trajectory cannot be avoided [29, 30, 32, 78], as shown
in Figure 1. Though the approximated reverse-time S/ODE
enables to generate images, the modeling distribution con-
structed by them cannot completely match the true distribu-
tion [30, 45]. Because the model sampling trajectory gradu-
ally deviates from the true sampling trajectory, leading to an
increasingly widening gap. Hence, the gap leads to a resid-
ual error in generated images that reduces image fidelity.

The primary reason is that two errors gradually accumu-
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late throughout the model sampling process [7, 32], which
are score estimation error [19, 32] and discretization er-
ror [29, 78]. The former one comes from the estimation
of the expectation of the score at each noise scale [2, 15]. In
practice, it is intractable to solve the exact solution of score
since we can not access all the samples, and the solution is
approximated instead via the law of large numbers [24, 64],
leading to a score estimation error. As for the latter, the
error source is in that we cannot directly solve the approx-
imated reverse-time S/ODE due to the high dimensionality
of the data [26]. Instead, the reverse-time S/ODE needs to
be discretized as a sampling trajectory that consists of fi-
nite time steps. An approximate solution can be obtained
by using numerical solvers to iteratively solve the integral
between two adjacent time steps [28, 56]. However, the dis-
crete sampling strategy brings discretization error in each
time step and accumulates all the error during sampling,
especially when using a small number of steps with large
integral interval in the fast sampling field [46, 78, 79].

Motivated by these observations, we propose a novel
residual learning framework that employs a correction func-
tion to rectify the model sampling trajectory, thereby re-
ducing the sampling gap. Our core idea is to optimize
a parameterized correction function to guide the sampling
trajectory to the true data distribution, as shown in Fig-
ure 1. Specifically, we disassemble the generative process
into two phases which combines an approximated reverse-
time S/ODE [69] with our optimized correction function.
In the first phase, the approximated reverse-time S/ODE is
used to generate samples from prior distribution to an in-
termediate time step in the sampling trajectory that has not
deviated from the true data distribution too far. In the subse-
quent phase, our optimized correction function guides those
samples towards the true data distribution more closely.

In this manner, our residual learning framework en-
hances the generative performance of pre-trained DMs
without the need to fine-tune or train them from scratch.
Additionally, our correction function, trained for a certain
DM, can improve arbitrary sampling trajectories of different
DMs on the same dataset, showcasing a significant transfer-
able capability. Once the dataset is specified, the matched
score becomes the sole variable in DMs-based image gener-
ation, exhibiting slight variations due to the capacity differ-
ences among different DMs. Consequently, the sampling
trajectories modeled by different DMs are similar, given
that the prior and true distributions are fixed, resulting in
similar sampling error patterns. In this context, our pro-
posed residual learning captures this shared error pattern
and possesses transferable correction capability.

Our contributions can be summarized as follows. 1) We
analyse the gap between true distribution and modeling dis-
tribution due to the score estimation and discretization er-
rors. 2) We propose a novel residual learning framework

employing a correction function to rectify the sampling tra-
jectory, as a plug-and-play improvement on pre-trained dif-
fusion models. 3) We verify the effectiveness of our frame-
work on various benchmark datasets and demonstrate its
transferable capability across different DMs.

2. Related Works
Diffusion Models Diffusion probabilistic models [13, 24,
34, 50] and score-based models [64, 69] are families of the
generative models that generate samples from a prior dis-
tribution by using reverse-S/ODE integrators [27, 28], and
a certain parameterization reveals an equivalence between
them [47]. Compared to previous generative models, such
as VAEs [35], flow-based models [14], and GANs [4, 17],
DMs generate samples with start-of-the-art image quality
and comparable likelihood [32, 45, 67]. One line of works
resolve the slow sampling of diffusion models and achieve
significant acceleration in the generation process, such as
DDIM [63], PNDM [42], DPM-solver [46], DEIS [78],
and SciRE-Solver [39]. However, they exacerbate the dis-
cretization error due to the larger integral interval, resulting
in a reduction in image quality.

Sampling Gap Recently, some methods make great ef-
forts to reduce sampling gap via using high order numeri-
cal solvers [39, 78, 79, 81]. Stable diffusion [56] matches
the score in latent space [72], which naturally reduce the
discretization error by solving the integral in lower dimen-
sion. DMCMC [29] utilizes MCMC to obtain a good ini-
tialization points close to the modeling distribution. Be-
sides, [6, 30] propose to adjust the matched score via a ro-
bust discriminator. Contrary to the usual treatment, certain
works [33, 49, 59, 70] mitigate the sampling gap in small
time steps of model sampling by distilling knowledge from
larger sampling steps. Orthogonal to them, we introduce a
residual learning framework to narrow the sampling gap by
using an optimized correction function to rectify the sam-
pling process of pre-trained DMs.

Transfer Learning Large-scale models acquire valuable
feature representations that demonstrate effective transfer-
ability [5, 8, 55] to unseen tasks, datasets, and domains [25,
38, 71, 77]. In generative modeling, recent works propose
transferring the weights of pre-trained models from a source
domain (e.g., faces) to a new domain (e.g., portraits of one
person) [18, 36, 52, 53]. Different from them, we transfer
the knowledge of the residual to rectify the sampling trajec-
tory of arbitrary diffusion model on the same data set.

3. Preliminary
3.1. Sampling Gap Analysis

DMs [24, 64] are a class of generative models, synthesizing
images by gradually denoising random points sampled from
prior distribution. Specifically, for a given D-dimensional
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data x0 ∼ pdata(x0) sampled from the real distribution, one
can utilize a forward SDE to perturb them

dx = Ftxdt+Gtdω, (1)

where Ft ∈ RD×D denotes the linear drift coefficient,
Gt ∈ RD×D denotes the diffusion coefficient, ω is a stan-
dard Wiener process and t ∼ U [0, 1]. Under some mild
assumptions [69], the forward SDE in Eq. (1) is associated
with a reverse-time diffusion process

dx =
[
Ftx−GtG

T
t ∇ log pt(x)

]
dt+Gtdω, (2)

where ω denotes a standard Wiener process in the reverse-
time direction, and ∇ log pt(x) is the gradient of the log
probability density with respect to the perturbed data at time
step t, a.k.a. score [26, 74]. In theory, with a known prior
distribution π, such as the normal distribution, one can gen-
erate samples via solving Eq. (2) [1].

Discretization Error However, it is intractable to di-
rectly solve the integral in Eq. (2). Alternatively, it is split
into T discretization steps [t1 = 0, · · · , tt, · · · , tN = T ]
with T − 1 intervals, and sum each interval between time
step t+ 1 to t equals to the integral from time step T to 0

xt = xt+1 +
1

2

∫ t

t+1

[
GτG

T
τ ∇ log pτ (x)

]
dτ +Gtzt, (3)

where zt ∼ N (0, ID). In practice, one can utilize a numer-
ical solver [28, 39, 46, 78] to solve each integral interval

xt = xt+1 +
∆t

2
Gt+1G

T
t+1∇ log pt+1(x) +Gtzt. (4)

Here, ∆t is the integral interval between time step t + 1 to
t. Obviously, using Eq. (4) to solve each integral instead of
Eq. (3) will cause the discretization error, and will accumu-
late them to a large error.

Score Estimation Error On the other hand, ∇ log pt(x)
is inaccessible due to the high dimensionality of data,
which leads to the analytical intractability of the proba-
bility density function [26]. To remedy this, prior works
[64, 66, 74] design the loss function JSM to match the score
∇ log pt(x), wherein a time-dependent network sθ(xt, t) is
employed to approximate it

JSM (θ;ω) =

1

2

∫ 1

0

Ex0,xt

[
ω(t) ∥∇ log p0t(xt|x0)− sθ(xt, t)∥22

]
dt.

Here, ∇ log p0t(xt|x0) has a closed form expression as
p0t(xt|x0) is a simple Gaussian distribution obtained from a
given SDE [69], and ω(t) denotes a time-dependent weight-
ing function used for stable training.

In practice, JSM (θ;ω) is optimized using empirical
samples via Monte Carlo methods [26, 64, 65], thus leading
to the score estimation error. Because the exact solution of
∇ log p0t(xt|x0) requires each sample of the corresponding
distribution p0t(xt|x0), which is impossible. In addition,
previous models [28, 32, 45, 67, 70] have the trade-off be-
tween model likelihood [45, 67] and image quality [30, 54]
via setting the smallest time step ϵ

1

2

∫ 1

ϵ

Ex0,xt

[
ω(t) ∥∇ log p0t(xt|x0)− sθ(xt, t)∥22

]
dt.

(5)
Here, score beneath ϵ will not be estimated, further aggra-
vating the score estimation error when using the unmatched
score for sampling.

Sampling Gap Once the score network sθ(xt, t) ≈
∇ log pt(x) is matched for almost all x ∈ RD and t ∼
U [ϵ, 1], it can be used to generate new samples by solving
Eq. (4) with ∇ log pt+1(x) replaced by sθ(xt+1, t+ 1)

xt = xt+1 +
∆t

2
Gt+1G

T
t+1sθ(xt+1, t+ 1) +Gtzt. (6)

However, score estimation and discretization errors man-
ifest simultaneously and gradually accumulate throughout
the model sampling trajectory, leading to a sampling gap
between the true distribution and the model distribution.

3.2. Residual Definition

Building upon the previous analysis, the sampling gap in-
troduces a residual in the generated images, resulting in a
reduction in image quality. Below we provide a definition
of this residual. For any given forward SDE, its correspond-
ing deterministic sampling process can be formulated as

dx

dt
= Ftx− 1

2
GtG

T
t ∇ log pt(x), (7)

which is the probability flow (PF) ordinary differential
equation (ODE) [69, 70]. Concretely, arbitrary xt in the
PF ODE trajectory can revert to x0 ∼ pdata(x0) via Eq.
(7). However, we can not obtain x0 via directly solving
this PF ODE, and instead, we generate xODE

0 via using
sθ(x

ODE
t+1 , t + 1) to replace ∇ log pt+1(x) and using the it-

erative rule below

xODE
t = xODE

t+1 +
∆t

2
Gt+1G

T
t+1sθ(x

ODE
t+1 , t+ 1). (8)

For a given xT , xODE
0 can not completely match x0 because

of the following residual

Ω = x0 − xODE
0 . (9)

4. Residual Learning Framework
We put forward a novel residual learning framework, via
employing a parameterized correction function to rectify
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the sampling trajectory modeled by a pre-trained DM
sθ∗(xt, t), as shown in Figure 2. Moreover, we intuitively
and theoretically analyze the transferable correction capa-
bility of our framework. Concretely, a correction function
optimized for a given pre-trained DM can correct arbitrary
sampling trajectory of different DMs trained on the same
data. Below we introduce the residual learning and correc-
tive sampling of our framework, provide an analysis on its
transferable capability, plus a discussion on the optimiza-
tion and the efficient correction.

4.1. Overview

In practice, it is challenging to collect the residual pair(
x0, x

ODE
0

)
. While we define the residual in Eq. (9), it is

intractable obtaining Ω by finding a true sample x0 paired
with a given generated sample xODE

0 via directly solving
Eq. (7). However, conversely, it is possible to simulate the
generated sample xODE

0 with a given true image x0 from
the training dataset. Heuristically, we can first obtain xt by
adding noise to the true image x0 and reverse it to xODE

0

with Eq. (8). Under such a perspective, we are able to con-
struct the residual pair

(
x0, x

ODE
0

)
for a simulation of the

residual. Thereupon, we design a two-stage residual learn-
ing framework to learn the residual as in Algorithm 1.

Residual Learning In the first stage, we utilize a given
forward SDE to perturb the data x0 and obtain xt which re-
side on the true sampling trajectory {xt}t∈[0,T ]. For brevity,
we use VE SDE [69] to describe our framework

xt = x0 +
√
σ2(t)− σ2(0)zt, (10)

where σ(t) is a designed noise schedule [24, 28, 69], and
zt is sampled from the Gaussian distribution. Based on pre-
vious analysis, the perturbed xt can reverse to xODE

0 when
replacing ∇ log p(xt, t) with an optimized score function
sθ∗(xODE

t , t) and using the iterative rule to solve Eq. (8).
In this context, we successfully simulate the residual via
constructing the residual pair

(
x0, x

ODE
0

)
.

In the second stage, to learn the residual, we define the
correction function as

f : (xODE
i , i) 7→ x0, (11)

where i ∈ (ϵ, t), t is defined in Eq. (10). To avoid un-
matched score in [0, ϵ] mentioned in Eq. (5), we use xODE

i

instead of xODE
0 to construct the residual pair. On the other

hand, in practice, it is also difficult to indeed reverse to
xODE
0 . We thus utilize xODE

i to learn the residual. To define
i, we first discretize the time horizon [ϵ, T ] into N − 1 sub-
intervals, with boundaries n1 = ϵ < n2 < · · · < nt−1 <
nt < · · · < nN = T , where i belongs to [n2, · · · , nt−1].

Corrective Sampling For an optimized correction func-
tion fϕ∗(·, ·) trained on a given dataset, we can combine
it with reverse-time S/ODE approximated by sθ∗(xt, t) of

Algorithm 1: Residual Learning
def residual_learning(net, sigma, x_0, t_steps

):
"""
net is the pre-trained DM
sigma is the noise schedule
x_0 are a batch of training images
t_steps is ODE reverse schedule
e.g. [n_2, ... n_t-1]
"""

#add noise via VE SDE
t = randint(0, N)
noise = sqrt(sigama(t)**2 - sigama(0)**2)
x_t = x_0 + noise

#the last step of ODE reverse
i = random.choice(t_steps)

#use PF ODE to reverse samples
for j in range(t, i - 1, -1):
x_t = ODE_solver(net, x_t, t_steps[j])

#the last x_t is x_i
#residual prediction using the correction

function
f_x_i = c_function(x_t)

#loss backpropogation
loss = d(f_x_i, x_0)
loss.backward()

Algorithm 2: Corrective Sampling
def corrective_sampling(net, c_function,

epsilon, x_t, t_steps):
"""
net is the pre-trained DM
c_function is a correction function
epsilon is the smallest step in Eq.(3)
x_t sampled from prior distribution
t_steps is sampling time schedule
e.g. [80, ... , 0.58, ... , 0.002]
"""

#adaptive correction strategy
c = max(0.01, epsilon)

for t in t_steps:
#use reverse O/SDE to generate samples
x_t = O/SDE_solver(net, x_t, t)

#use our correction function to correct
if t <= c:

x_t = c_function(x_t)
break

return x_t

arbitrary DM trained on the same dataset. Concretely, we
first sample a batch of images xT from the prior distribu-
tion and use a corresponding reverse-time S/ODE to reverse
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Figure 2. The overall structure of our Residual Learning Framework. For residual learning, we first diffuse x0 to xt with a forward SDE and
utilize a corresponding reverse-time ODE to reverse it back to xSDE

i , and train a parameterized correction function for mapping xSDE
i to

x0. For sampling, a reverse-time S/ODE iterative diffuse xT to xSDE
i and an optimized correction function maps xSDE

i to x0 accordingly.

them to xSDE
i∗ or xODE

i∗ . For brevity, we utilize the notation
xSDE
i∗ here. Subsequently, we utilize the optimized correc-

tion function to guide xSDE
i∗ toward x0, where i∗ represents

the time step to apply fϕ∗(·, ·), which is a hyper-parameter
detailed in Algorithm 2.

For the choice of the hyper-parameter i∗, we design an
adaptive strategy to best make the capability of our frame-
work. As mentioned earlier, samples near a small ϵ are
scarce, which leads to imprecise score matching [32]. Ow-
ing to the properties of our framework, a large i∗ will not in-
fluence the performance of our correction function. Hence,
we enable to set a relatively large i∗ to bypass the un-
matched score. On the other hand, ϵ defined in Eq. (4)
varies greatly, fo r instance, one can choose ϵ = 10−2 or
ϵ = 10−5 [67]. Therefore, we establish a unified standard
for stable correction with ϵ as reference. Concretely, we set
i∗ as the nearest and larger step to c and keep this setting
across all tasks and datasets, where c = max {0.01, ϵ}. In
this manner, our framework can correct the sampling trajec-
tory, leading to a reduction on the residual and an improved
image quality.

4.2. Transferable Residual Correction

Adhering to the design philosophy of our framework, the
correction function has the property: its outputs are consis-
tent for arbitrary pairs of (xODE

i , i) that belong to the same
PF ODE trajectory, i.e, f(xODE

a , a) = f(xODE
b , b) for all

a, b ∈ (0, t]. Hence, the optimized correction function can
guide samples near xODE

i∈(0,t)
to true distribution, for instance,

xSDE
i∈(0,t)

. On the other hand, for a given D-dimensional data
x0 ∼ pdata(x0), different DMs all aim to model a distri-
bution which overlaps with the true distribution. The PF
ODE sampling trajectory for a given dataset is fixed since
the score ∇ log pt(x) is invariable, and the corresponding
SDE sampling trajectory always near to the ODE trajectory.
Hence, the sampling trajectories modeled by different DMs
are similar, given that the prior and true distributions are
fixed, resulting in the same sampling error pattern. In this

sense, samples xSDE
i in the same time step i that are mod-

eled by different DMs fall within the similar domain, thus
can be rectified by the same optimized correction function.

Motivated by this understanding, for a given dataset,
we can use our optimized correction function to correct
any sampling trajectory modeled by different DMs, dubbed
transferable residual correction ability. Below we provide a
theoretical justification for the transferable capability of our
framework based on asymptotic analysis.

Theorem 1 Let ∆i := max(i,iξ)∈[ϵ,t] {|i− iξ|}. As-
sume fϕ(·, ·) satisfies the Lipschitz condition: there ex-
ists L > 0 such that for all (x, i) and (y, iξ), we have
∥fϕ(x, i)− fϕ(y, iξ)∥2 ≤ L ∥x− y∥2. Assume further
that the correction function called at i has local error uni-
formly bounded by O

(
(i− iξ)

p+1
)

with p ≥ 1. Then if

L(ϕ;λ, β) = 0, we have

sup
x,y

∥fϕ(x, i)− fϕ(y, iξ)∥2 = O ((∆i)
p
) .

Proof. For a fixed PF ODE trajectory corresponds to a given
dataset, any modeling sampling trajectory is near to the PF
ODE trajectory. Hence, (x, i) is close to (y, iξ) since i is
close to iξ, and our correction function can naturally map
them to true distribution.

Based on Theorem 1, our correction function, optimized
on a fixed PF ODE sampling trajectory for a given pre-
trained DM, can correct any model sampling trajectory of
different DMs trained on the same dataset. We will verify
the transferable capability of correction function in our ex-
periment.

4.3. Optimization

To learn the residual and enhance the transferable correction
capability, below we delve into the optimization of our cor-
rection function. For a given correction function f(·, ·), we
have f(xODE

i , i) = x0, where i ∈ (0, t]. Suppose we have
a free-form deep neural network to represent our correction
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function, we can train it with our correction loss

L(ϕ;λ) = E
[
λ(i)d(fϕ(x

ODE
i , i), x0)

]
,

where λ(·) is a positive time-dependent weighting function,
and d(·, ·) is a metric function that satisfies ∀x, y : d(x, y) ≥
0 and d(x, y) = 0 if and only if x = y. In our experiments,
we consider the squared l2 norm d(x, y) = ∥x− y∥22, l1
norm d(x, y) = ∥x− y∥1, and the Learned Perceptual Im-
age Patch Similarity (LPIPS) [70, 80].

To further improve the transferable ability of our frame-
work, we utilize some widely used data augmentation tech-
niques [8, 21, 22, 43] to reformulate our correction loss

L(ϕ;λ, β) = E
[
λ(i)d(fϕ(x

ODE
i , i), x0)

]
+ E

[
βd(fϕ(x

+
0 ), x0)

]
,

where x+
0 represents the corresponding image augmented

from x0, β is a positive weight which performs well across
all tasks and datasets when β = 1. In practice, we utilize
several data augmentation methods to obtain (x+

0 ), for in-
stance, add small order of magnitude Gaussian noise to x0,
rotate and crop x0, as well as mask some pixels [22].

For training our parameterized correction function
fϕ(·, ·), we minimize the L(ϕ;λ, β) by stochastic gradient
descent on the model parameters ϕ, with detailed informa-
tion given in Appendix.

4.4. Efficient Residual Correction

To avoid worsening the issue of slow sampling in DMs, we
propose an efficient residual correction method, where the
correction function is parameterized by a lightweight back-
bone. Concretely, we distill correction ability from an opti-
mized correction function fϕ∗(·, ·) parameterized by heavy
parameters ϕ∗ to the one with light parameters ϕ−

L(ϕ−;α) = E
[
d(fϕ∗(xODE

i , i),fϕ−(xODE
i , i))

]
.

Similarly, we train the lightweight correction function
through stochastic gradient descent on the model parame-
ters ϕ−. Once optimized, the lightweight correction func-
tions fϕ−(·, ·) are 4 ∼ 64 times smaller than their heavier
versions fϕ∗(·, ·), with only a slight drop in image quality.

5. Experiments
5.1. Setting and Implementation

To evaluate the performance of our residual learning frame-
work, we conduct groups of experiments on four benchmark
datasets, including CIFAR-10 [37], CelebA 64 × 64 [44],
AFHQv2 64 × 64 [10], ImageNet 256 × 256 and 512 ×
512 [73]. In our main experiments, our correction function
is combined with pre-trained DMs to improve them. For
CIFAR-10, we employ NSCNv2 [65], DDPM [24], SDE

Pre-trained Model FID↓ IS↑
ImageNet 256× 256 (class-conditional)

ADM [13] 10.94→9.86 100.98→111.01
ADM-G [13] 4.59→4.47 186.70→191.23
LDM-4 [56] 10.56→10.35 103.49→114.62
LDM-8 [56] 15.51→14.47 79.03→84.68

DiT [54] 9.62→9.49 121.50→127.84
ImageNet 512× 512 (class-conditional)

ADM [13] 23.24→19.97 58.06→61.54
ADM-G [13] 7.72→7.65 172.71→180.62

DiT [54] 12.03→11.37 105.25→121.53

Table 1. Performance on ImageNet. Models in the first column
represents the baseline pre-trained DMs. The values before → are
the results of baseline pre-trained DMs on ImageNet, and values
after → are results improved by our residual learning framework.

Pre-trained Model FID↓ IS↑
NSCNv2 [65] 10.87→9.89 8.40→8.73
DDPM [24] 3.17→3.05 9.46→9.50

SDE (VE) [69] 2.55→ 2.44 9.83→9.86
SDE (deep, VE) [69] 2.20→ 2.15 9.89→9.92

EDM [28] 2.04→1.93 9.84→9.89

Table 2. Performance on CIFAR-10. Models in the first column
represents the baseline pre-trained DMs. Analogously, values be-
fore → are the results obtained from baseline pre-trained DMs,
and values after → are results improved by our framework.

AFHQv2 64× 64 CelebA 64× 64

Pre-trained Model FID↓ Pre-trained Model FID↓
EDM VE [28] 2.16→2.10 DDPM++ [69] 2.32→2.22
EDM VP [28] 1.96→1.91 STDDPM [32] 1.90→1.85
FDM VP [75] 2.39→2.30 Soft Diffusion [12] 1.85→1.80
FDM VE [75] 47.30→ 42.10 INDM [31] 1.75→1.71

Table 3. Performance on AFHQv2 and CelebA. The values before
→ are the results obtained from baseline pre-trained DMs, and
values after → are results improved by our framework.

series [69], and EDM [28] as pre-trained DMs. Our cor-
rection functions are implemented with the architecture of
the corresponding pre-trained DMs. For ImageNet, we uti-
lize ADM [13], LDM [56], and DiT [54] as pre-trained
DMs, and the correction function is implemented with the
architecture of ADM. For CelebA and AFHQv2, we em-
ploy EDM [28], FDM [75], DDPM++ [69], STDDPM [32],
Soft Diffusion [12], INDM [31] as pre-trained DMs, and
choose the architecture of EDM to formulate the correction
function. The correction function is randomly initialized.

During training, we exclude the time embedding setting
from the architecture of DM and use it to construct correc-

7294



Figure 3. Randomly selected 512×512 images improved by our residual learning framework.

Figure 4. Ablation study on different optimization strategies evaluated on CIFAR-10. (a) we train the correction function with different
metric functions, wherein L2 norm performs better. (b) we use PF ODE to reverse xt to xi with n steps, and random choice of n achieves the
best performance. (c) we use different weighting functions to optimize our correction loss, such as signal-to-noise ratio (SNR) [34], peak
signal-to-noise ratio (PSNR) [9], and also constant values. In practice, we find SNR weighting schedule performs best. (d) we validate that
combining all data augmentation methods, including mask pixel, add Gaussian noise, rotate and crop, leads to the best correction ability.

Correction Function FID↓ IS↑
EDM-H ≡ [256, 204M] 2.04→1.93 9.84→9.91
EDM-XL ≡ [128, 51M] 2.04→1.93 9.84→9.89
EDM-L ≡ [96, 28.7M] 2.04→1.94 9.84→9.89
EDM-M ≡ [64, 12.7M] 2.04→1.95 9.84→9.86
EDM-S ≡ [32, 3.2M] 2.04→1.99 9.84→9.84
EDM-T ≡ [16, 0.8M] 2.04→2.03 9.84→9.80

Table 4. Ablation study on the size of correction function. [·, ·]
represents the pair of model channels and model size. For instance,
EDM-H≡ [256, 204M] is the correction function constructed by
EDM backbone with 256 channels and the resulting model size is
204M [28]. Values before → are the results obtained from base-
line pre-trained DMs, and values after → are results improved by
our framework. Obviously, the performance of correction function
shows a gradual improvement with an increase in the model size,
but this improvement does not continue indefinitely.

tion function. We retain only the input as a batch of images,
and the output is also images, with a slightly reduced model
size. Besides, we augment the training images with data
augmentation approaches that mentioned in section 4.3.

5.2. Results

To quantitative compare the correction performance, we uti-
lize standard metrics, including Fréchet Inception Distance
(FID) [23] and Inception Score (IS) [60], to verify them on

50,000 generated samples. In the experimental results on
CIFAR-10, our framework enhances the generation perfor-
mance, indicating that correction function effectively learns
the residuals and, consequently, enhances the overall image
quality, seen in Table 2. Our framework also demonstrate
the effectiveness on CelebA and AFHQv2 with FID signif-
icantly increased, shown in Table 3. Moreover, our frame-
work enables a remarkable performance on high-resolution
data sets, such as ImageNet 256 and 512, detailed see in Ta-
ble 1. The qualitative analysis results are shown in Figure 3.

Transferable Residual Correction To demonstrate the
transferable capability of our framework, we utilize an opti-
mized correction function to rectify model sampling trajec-
tories constructed by different pre-trained DMs. Concretely,
we create five distinct correction functions by configuring
different model channels on the architecture of EDM. For
example, we configure EDM-XL with 128 channels and
EDM-L with 96 channels. After optimizing those correc-
tion functions on CIFAR-10, we employ them to improve
various target pre-trained DMs that also trained on CIFAR-
10, results shown in Table 5.

Moreover, we further verify the transfer capability on
model sampling trajectories of some classical training-free
methods, for instance, DPM-Solver [46] and DEIS [78],
results are displayed in Table 7. It is logical that our
framework can capture the residual in images generated by
training-free fast samplers, given that their sampling trajec-
tories exhibit the same properties as the true sampling tra-
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Source Pre-Trained Model: EDM [28] Correction Function

Target Pre-Trained Model↓ Origin FID↓ EDM-S EDM-M EDM-L EDM-XL EDM-H

NSCNv2 [65] 10.87 10.43(0.44) 10.27(0.60) 10.14(0.73) 10.01(0.86) 10.01(0.86)
DDPM [24] 3.17 3.15(0.02) 3.14(0.03) 3.09(0.08) 3.07(0.10) 3.06(0.11)

SDE VE [69] 2.55 2.52(0.03) 2.50(0.05) 2.47(0.08) 2.46(0.09) 2.46(0.09)
SDE VP [69] 2.20 2.20 2.18(0.02) 2.15(0.05) 2.15(0.05) 2.15(0.05)

EDM [28] 2.04 1.99(0.05) 1.95(0.09) 1.94(0.10) 1.93(0.11) 1.93(0.11)

Table 5. Transferable residual correction on CIFAR-10, evaluated by FID score. ‘Origin FID’ refers to the results obtained from the
target pre-trained DMs without correction. These target pre-trained DMs include NSCNv2 [65], DDPM [24], SDE VE and VP [69].
EDM-∗ represents the correction function constructed by the corresponding EDM backbone with different model channels (detailed seen
in Table 4), referred to as the source pre-trained model. For example, EDM-XL denotes the utilization of an optimized correction function
constructed by EDM-XL backbone to enhance target pre-trained DMs. In this manner, we verify that a correction function optimized on a
given pre-trained DM has the ability to correct any model sampling trajectory construced by different DMs trained on the same dataset.

Correction Function Heavy Function

Light Function↓ EDM-XL EDM-H
EDM-T 2.03→2.00 2.03→1.99
EDM-S 1.99→1.97 1.99→1.96
EDM-M 1.95→1.93 1.95→1.93

Table 6. Efficient correction performance evaluated by FID score.
We utilize the pre-trained heavy correction functions, formulated
by EDM-XL and EDM-H, to train light correction functions that
formulated by EDM-T, EDM-S and EDM-M respectively. Values
before → are the results obtained from baseline pre-trained DMs,
and values after → are results improved by our framework.

Method NFE 10 NFE 20 NFE 50

DPM-Solver-2 (VP) 5.28(+2) 3.02(+4) 2.69(-2)
DPM-Solver-2 (VP)⋆ 5.12(+2) 2.94(+4) 2.65(-2)
DPM-Solver-3 (VP) 6.03(+2) 2.75(+4) 2.65(-2)
DPM-Solver-3 (VP)⋆ 5.89(+2) 2.69(+4) 2.62(-2)

DEIS (VP) 4.17(+0) 2.86(+0) 2.57(+0)
DEIS (VP)⋆ 4.11(+0) 2.82(+0) 2.55(+0)
DEIS (VE) 20.89(+0) 16.59(+0) 16.31(+0)
DEIS (VE)⋆ 19.94(+0) 16.05(+0) 15.91(+0)

Table 7. FID performance on CIFAR-10 when combined with
training-free fast samplers. ⋆ indicates that the results has been
improved by an optimized correct function, and number in paren-
thesis indicates extra or less NFE used. We verify that the our
framework enables to improve arbitrary model sampling trajectory
formulated by training-free fast samplers.

jectory. Consequently, the experimental results further em-
phasize the transferable performance of our framework.

Efficient Residual Correction To avoid the slow sam-
pling problem in DMs, we propose an efficient residual cor-
rection method. We distill correction ability from an opti-
mized heavy correction function to a lightweight correction

function, results shown in Table 6. With only a slight de-
cline in performance, the light correction functions are 4 ∼
65 ×times smaller than those heavy correction function.

Ablations In the ablation studies on various optimiza-
tion strategies, we perform four distinct experiments to val-
idate their effectiveness. These experiments encompass the
setting of optimization metric function, ODE reverse steps,
data augmentation methods and weighting functions, de-
tailed seen in Figure 4. For the ablations on model size,
we design six different correction functions with different
EDM backbone channels, seen in Table 4.

6. Conclusion
In this paper, we analyze that the sampling gap resulting
from score estimation and discretization errors, leading to a
residual in the generated image. To remedy this, we propose
a residual learning framework built upon a correction func-
tion. The optimized correction function can rectify model
sampling trajectory, thereby improving the image quality.
Moreover, our correction function, trained on a given pre-
traned DM, can enhance the arbitrary sampling trajectories
of different DMs trained on the same dataset, showcasing a
significant transferable capability. Empirical results clearly
demonstrate the benefit of our residual learning framework.
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