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Figure 1. Our TriAdapter Multi-Modal Learning (TAMM) significantly enhances 3D shape understanding. Left: When aligning
features of 3D point clouds (P) with 2D images (I) and/or text (T), prior methods (e.g., ULIP [45] and OpenShape [23]) under-utilize the
image modality, due to the overlooked or unsolved image domain gap. TAMM better exploits the image modality and brings more gains
when learning from both image and text data. The results are produced by pre-training Point-BERT [47] on ShapeNet [3]. Middle: Our
CLIP Image Adapter (CIA) re-aligns the images rendered from 3D shapes with the text descriptions. The rendered images are inaccu-
rately matched with text when the image features are directly extracted by CLIP, and CIA can correct the matching. Right: Our Image
Alignment Adapter (IAA) and Text Alignment Adapter (TAA) decouple 3D features with complementary visual and semantic focuses. In
the visualized examples, features from one single adapter are matched with classes whose appearance or semantics resemble the true class;
using both adapters leads to the correct class.

Abstract

The limited scale of current 3D shape datasets hin-
ders the advancements in 3D shape understanding, and
motivates multi-modal learning approaches which trans-
fer learned knowledge from data-abundant 2D image and
language modalities to 3D shapes. However, even though
the image and language representations have been aligned
by cross-modal models like CLIP, we find that the image
modality fails to contribute as much as the language in
existing multi-modal 3D representation learning methods.
This is attributed to the domain shift in the 2D images
and the distinct focus of each modality. To more effec-
tively leverage both modalities in the pre-training, we intro-
duce TriAdapter Multi-Modal Learning (TAMM) – a novel
two-stage learning approach based on three synergistic
adapters. First, our CLIP Image Adapter mitigates the do-
main gap between 3D-rendered images and natural images,
by adapting the visual representations of CLIP for synthetic
image-text pairs. Subsequently, our Dual Adapters decou-

*Equal contribution.

ple the 3D shape representation space into two comple-
mentary sub-spaces: one focusing on visual attributes and
the other for semantic understanding, which ensure a more
comprehensive and effective multi-modal pre-training. Ex-
tensive experiments demonstrate that TAMM consistently
enhances 3D representations for a wide range of 3D en-
coder architectures, pre-training datasets, and downstream
tasks. Notably, we boost the zero-shot classification ac-
curacy on Objaverse-LVIS from 46.8% to 50.7%, and im-
prove the 5-way 10-shot linear probing classification accu-
racy on ModelNet40 from 96.1% to 99.0%. Project page:
https://alanzhangcs.github.io/tamm-page.

1. Introduction
Despite the recent success of 3D shape understanding [16,
19, 24, 42, 47, 51, 56], the limited scale of existing 3D shape
datasets hinders the learning of more robust and generaliz-
able 3D representations. Due to the significant human la-
bor and expertise required in collecting and annotating 3D
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shape data, building large-scale 3D shape datasets is a pro-
hibitive endeavor [3, 9, 26].

To mitigate the challenge of the limited data scale, re-
cent research in 3D shape representation learning shows a
promising direction of multi-modal learning [23, 45]. By
establishing connections among data of 3D shapes, 2D im-
ages, and text, it becomes possible to pre-train 3D shape
representations by distilling learned knowledge from im-
age and language modalities. There exists a comprehen-
sive body of literature of massive datasets [36], high-quality
models pre-trained via self-supervised learning for 2D im-
age [2, 4, 15] and language [1, 10, 39] modalities, and
furthermore, cross-modal vision-language models [5, 34].
For instance, ULIP [45] creates triplets of 3D point clouds,
2D images, and text by rendering images from 3D shapes
and generating text descriptions from their metadata. Then,
ULIP adopts contrastive learning to align the 3D shape fea-
tures with both the image features and text features ex-
tracted by CLIP [34].

While the image and language modalities are pre-aligned
by CLIP pre-training and share the same feature space, we
observe that directly aligning 3D features with image fea-
tures leads to considerably worse representation quality as
compared with aligning 3D features with text features, as
shown in Figure 1-left. This phenomenon suggests that ex-
isting methods (e.g., ULIP [45] and OpenShape [23]) are
not optimally leveraging the 2D image modality in 3D rep-
resentation pre-training.

There are two reasons for this counter-intuitive obser-
vation: 1) The 2D images in the generated triplets follow
a data distribution different from natural images, on which
CLIP is pre-trained. The images are rendered or projected
from 3D to 2D, usually lacking a realistic background and
texture. Since the image domain is shifted, the image fea-
tures are no longer well-aligned with the text features, as ex-
emplified in Figure 1-middle. 2) Intuitively, the image fea-
tures represent more visual attributes including the shape,
texture, or color, while the text features have a focus on se-
mantics such as the function of the object. As shown in Fig-
ure 1-right, if the 3D features are specifically aligned with
one single modality of images or text, they pay attention
to different aspects of the 3D shape. Therefore, enforcing
the 3D shape to simultaneously align with two modalities
that convey subtly distinct information could be challeng-
ing. Such an approach may not fully leverage the potential
of multi-modal learning signals.

Aiming at addressing these two issues hindering multi-
modal pre-training for 3D shape understanding, we propose
TriAdapter Multi-Modal Learning (TAMM), a two-stage
pre-training approach based on three synergistic adapters.
In the first stage, to mitigate the domain gap between the 2D
images rendered from 3D shapes and the natural images on
which CLIP is pre-trained, we adapt the visual representa-

tions of CLIP based on the synthetic image-text pairs. More
specifically, we fine-tune a lightweight CLIP Image Adapter
on top of CLIP visual encoder through contrastive learning
and re-align the adapted image features with the text fea-
tures in the new domain. This CLIP Image Adapter allows
us to establish more accurate relations between 3D shapes,
2D images, and language in an updated feature space, and
avoids learning 3D representations from mismatched image
features and text features.

In the following second stage, to prevent the vision-
semantic feature disparity from impairing our 3D represen-
tation pre-training, we choose to embrace this disparity and
decouple the 3D representations into two sub-spaces. To
comprehensively encode a 3D shape, the 3D encoder needs
to capture both the visual and semantic aspects of its rep-
resentation, which are centric to the corresponding image
and text features, respectively. Therefore, we decouple the
3D feature space for the two focuses on visual and seman-
tic representations. In particular, we attach two independent
feature adapters to the 3D backbone and transform the 3D
features into two sub-spaces. One sub-space focuses more
on the visual representations, and is aligned with the 2D im-
age feature space; the other sub-space focuses more on the
semantic representations, and is aligned with the language
feature space. This approach of decoupled feature spaces
makes the learned 3D representations more comprehensive
and expressive.

To summarize, our main contribution includes:
• We identify the under-utilization of the 2D image modal-

ity in existing multi-modal methods. The image domain
gap and feature disparity in image-text pairs hinder repre-
sentation learning in 3D shape understanding.

• We propose a novel multi-modal learning framework with
two learning stages and three unified adapter modules.
Our proposed TAMM better exploits both image and lan-
guage modalities and improves 3D shape representations.

• Our TAMM consistently enhances 3D representations
for a variety of 3D encoder architectures (e.g., Point-
BERT [47], SparseConv [6]), pre-training datasets (e.g.,
ShapeNet [3], an ensembled dataset [23]), and down-
stream tasks (e.g., zero-shot and linear probing shape
classification on Objaverse-LVIS [9], ModelNet40 [43],
and ScanObjectNN [40]).

2. Related Work
3D Shape Understanding. There are two mainstreams
for 3D shape representation learning: 1) Projecting 3D
shapes into voxel or grid-based formats [37] and then us-
ing 2D/3D convolutions [6] for feature extraction. 2) Di-
rectly modeling 3D point clouds with point-centric archi-
tectures [24, 28, 30, 31, 33, 42, 50, 52]. In this work, to
ensure a fair and comprehensive comparison with previous
methods [23, 45] on the pre-training scheme, we follow
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their selection and utilize two representative 3D encoders
from these two mainstreams: SparseConv [6] and Point-
BERT [47]. SparseConv is designed for efficiently process-
ing sparse voxels using specialized convolutions that focus
computations on non-zero data points. Point-BERT [42]
utilizes a Transformer-based architecture [41] and can be
self-supervised by masked modeling [10].
Multi-Modal Representation Learning. Contrastive
Language-Image Pre-training (CLIP) [34] has enabled vari-
ous downstream applications including object detection [48,
53, 55] and language grounding [22]. Recently, CLIP has
been extended to 3D-based tasks, such as zero-shot text-to-
3D generation [17, 20, 25, 27, 38, 44] and scene-level 3D
segmentation [14, 29, 35, 46]. Meanwhile, developing gen-
eral and robust representations for 3D shape understanding
with the foundation of CLIP [19, 23, 45, 51, 54, 56] be-
comes a major focus. Among these methods, ULIP [45],
as a pioneering work, utilizes contrastive learning to dis-
till CLIP features into 3D representations. OpenShape [23]
follows this learning paradigm with a focus on building a
larger pre-training dataset with enriched and filtered text
data. Unlike OpenShape [23], we focus on improving the
multi-modal learning paradigm by more effectively lever-
aging both the image and text modalities via a two-stage
pre-training approach based on three synergistic adapters.

3. Method
Figure 2 shows our proposed two-stage approach,
TriAdapter Multi-Modal Learning (TAMM), for pre-
training robust and generalizable 3D representations by
leveraging 2D images and text. We first revisit the triplet
data generation and problem formulation in multi-modal 3D
representation learning. Section 3.1 delves into our fine-
tuning of the original CLIP model for better fitting 3D un-
derstanding tasks. Section 3.2 details our strategy to en-
hance alignment across the 3D, 2D, and text feature spaces.
Problem Formulation. Given n triplets {(Pi, Ii, Ti)}ni=1,
where Pi is a 3D point cloud, Ii represents the correspond-
ing image produced by projecting the 3D point cloud Pi into
2D from an arbitrary perspective, and Ti denotes the associ-
ated text generated using advanced vision-language models
such as BLIP [21], the objective is to learn high-quality 3D
representations from the triplets. The basic framework to
achieve this objective is proposed by ULIP [45] (and fol-
lowed by OpenShape [23]) with the help of CLIP [5, 34].

Formally, the 3D feature fP
i = EP (Pi) is produced by

a learnable 3D encoder EP , and the corresponding image
feature f I

i = EI(Ii) and text feature fT
i = ET (Ti) are

generated by frozen CLIP encoders EI , ET . Then the 3D
encoder EP is optimized by aligning the 3D feature space
fP simultaneously to the pre-aligned CLIP image space f I

and text space fT through contrastive learning. The corre-
sponding contrastive loss Lcontrast(f

M1 , fM2) between two

modalities M1,M2 (3D-2D or 3D-text) is formulated as:

−
1

2n

n∑
i=1

log
exp(f

M1
i · fM2

i /τ)
n∑

j=1
exp(f

M1
i · fM2

j /τ)

+ log
exp(f

M2
i · fM1

i /τ)
n∑

j=1
exp(f

M2
i · fM1

j /τ)

 ,

(1)

where τ denotes the temperature hyperparameter.

3.1. Image-Text Re-Alignment

Unlike ULIP [45] or OpenShape [23], in which the 3D
feature space is aligned with the image-text feature spaces
directly produced by CLIP, we introduce an image fea-
ture space tuning strategy, aiming to foster better alignment
across 3D, 2D, and language modalities (Figure 2-left). We
argue that the image feature space produced directly by the
CLIP visual encoder does not perfectly align with the text
feature space and is thus sub-optimal. The reason is that the
2D images in the triplets, which originate from 3D point
cloud projections, lack backgrounds and are visually differ-
ent from natural images on which CLIP is pre-trained.

Therefore, when using such 2D images from a shifted
data domain to perform multi-modal pre-training, it be-
comes necessary to further fine-tune CLIP and re-align its
image and language feature spaces. For the first time, we re-
design domain adapters [18] for multi-modal contrastive 3D
representation learning, and propose a CLIP Image Adapter
(CIA), to adapt the image feature space for the rendered 2D
images in our data triplets. We append a lightweight, learn-
able multi-layer perceptron (MLP) to CLIP image encoder,
with a residual connection which seamlessly integrates the
new knowledge acquired from fine-tuning with the existing
knowledge from the pre-trained CLIP backbone. To avoid
heavy computation and over-fitting, we only fine-tune the
additional parameters in CIA, instead of the whole CLIP
backbone. Formally, given the image feature f I

i and text
feature fT

i extracted from the triplet (Pi, Ti, Ii), we use a
learnable, two-layer CIA AC(·) to adapt the image feature,
formulated as:

AC(f
I
i ) = σ(f I

i W1) ·W2, (2)

where W1 and W2 are the parameters associated with the
linear transformation layers, and σ is the non-linear activa-
tion function. The refined image feature f̃ I

i can be com-
puted with a residual connection:

f̃ I
i = αAC(f

I
i ) + (1− α)f I

i , (3)

where α is a hyperparameter. Finally, CIA AC(·) is opti-
mized by minimizing the contrastive loss function (Equa-
tion 1), instantiated as:

Lrealign = Lcontrast(f̃
I , fT ). (4)
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Figure 2. Overview of TAMM. Left: In Stage 1, TAMM fine-tunes a lightweight CLIP Image Adapter (CIA) through contrastive learning
and re-aligns the image features with the text features to alleviate the domain shift originated from rendered images. Contrastive learning
maximizes inner products between features from corresponding text-image pairs, and reduces similarities of mismatched pairs. Middle: In
Stage 2, TAMM introduces Image Alignment Adapter (IAA) and Text Alignment Adapter (TAA) to decouple 3D representations into two
sub-spaces: one focusing more on visual attributes and the other for semantic understanding, ensuring a more comprehensive and effective
multi-modal pre-training strategy. Right: TAMM adaptively utilizes decoupled 3D features for various downstream tasks including linear
probing classification (top) and zero-shot classification (bottom), achieving more robust classification results.

3.2. Decoupled Tri-Modal Pre-Training

Although the image and language feature spaces have been
aligned by CLIP and our CLIP Image Adapter, they still en-
code subtly different information. For instance, the color of
a 3D shape may be inferred from the image feature, but it
cannot possibly be included in the text feature if the text de-
scription does not contain color information. Similarly, the
image feature may not include semantic information such as
the function or name of an object. In such cases, enforcing
the 3D feature to align with both the image and text features
simultaneously is challenging.

In order to overcome the obstacle introduced by align-
ing the 3D shape feature space with two distinct modali-
ties, we propose a novel decoupled tri-modal pre-training
framework, which aligns two decoupled 3D shape fea-
ture spaces with the refined image feature space and the
text feature space, respectively (Figure 2-middle). We en-
courage the 3D encoder to cover both the visual repre-
sentation and the semantic information inherent to the 3D
shape, avoiding the dilemma of aligning with disparate im-
age and text features at the same time. Formally, given the
triplets {(Pi, Ii, Ti)}ni=1, we first generate the image fea-
ture f̃ I

i using the frozen, adapted 2D image encoder (Equa-
tion 3) and the text feature fT

i using the original CLIP

text encoder. We introduce a pair of lightweight Dual
Adapters: Image Alignment Adapter (IAA) AV (·) and Text
Alignment Adapter (TAA) AS(·). They split the 3D fea-
ture fP

i originated from the 3D encoder EP into a vision-
focusing feature fV P

i and a semantic-focusing feature fSP
i ,

respectively. Dual Adapters AV (·) and AS(·) share the
same architecture as the CLIP Image Adapter in Section 3.1
and can be formulated as:

fV P
i = AV (f

P
i ) = σ(fP

i WV
1 ) ·WV

2 ,

fSP
i = AS(f

P
i ) = σ(fP

i WS
1 ) ·WS

2 ,
(5)

where WV
1 , WV

2 , WS
1 , and WS

2 are the parameters associ-
ated with the linear layers, and σ represents the activation
function. By decoupling 3D features into these sub-spaces,
the 3D encoder EP interprets the 3D shape with a more
comprehensive visual and semantic understanding, improv-
ing the expressivity of the learned representations.

Finally, instead of enforcing the 3D shape feature space
to directly mimic the pre-aligned image-text feature space,
we use the decoupled 3D features fV P , fSP and align them
with the adapted image feature space f̃ I and the text feature
space fT , respectively. Moreover, since one single image
can only capture the 3D shape from one perspective, we
align the 3D feature with the adapted features of multi-view
images, to fully exploit the image modality and achieve a
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better alignment between 3D and 2D. The overall loss func-
tion is defined as:

Ltrimodal = Lcontrast(f
SP , fT ) +

1

m

m∑
k

Lcontrast(f
V P , f̃I,k), (6)

where m represents the number of rendered images and f̃ I,k

is the adapted image feature from the k-th view.
Application in Downstream Tasks. The learned 3D fea-
ture sub-spaces, fV P and fSP can be adaptively applied to
a variety of downstream tasks (Figure 2-right). Specifically,
in zero-shot 3D classification, we leverage both the 3D
vision-focusing feature fV P and the 3D semantic-focusing
feature fSP . We calculate the similarity between these fea-
tures and category embeddings generated by the CLIP text
encoder, respectively. After summing up the per-category
similarity scores, the category with the highest similarity is
chosen as the predicted class, yielding more robust and en-
hanced classification results compared with using a single
sub-space alone. In the linear probing classification task,
we concatenate the 3D vision-focusing feature fV P and
3D semantic-focusing feature fSP as input to the learnable
linear classification layer, providing a more comprehensive
and robust representation for 3D understanding.

4. Experiments
Pre-Training Datasets. Following the prior state-of-the-
art method, OpenShape [23], our TAMM is pre-trained on
the triplets generated from four datasets: ShapeNetCore [3],
3D-FUTURE [12], ABO [7], and Objaverse [9]. Our train-
ing sets are defined as follows: “ShapeNet” is a triplet set
derived exclusively from the ShapeNetCore dataset, con-
taining 52, 470 3D shapes with corresponding images and
text; “Ensembled (no LVIS)” is a set of 829, 460 triplets
from the above datasets excluding Objaverse-LVIS; “En-
sembled” denotes the triplet set comprising data from all
four datasets, containing 875, 665 3D shapes and their as-
sociated images and text.
Evaluation Datasets. Our TAMM is evaluated on the fol-
lowing datasets: Objaverse-LVIS [9], ModelNet40 [43],
ScanObjectNN [40], and ScanNet [8]. Objaverse-LVIS en-
compasses a broad range of categories, featuring 46, 832
high-quality shapes distributed across 1, 156 LVIS [13] cat-
egories. ModelNet40 is a synthetic indoor 3D dataset com-
prising 40 categories. We use the test split of 2, 468 shapes
in our experiments. ScanObjectNN consists of scanned
objects from 15 common categories. It has three main
variants: OBJ-BG, OBJ-ONLY, and PB-T50-RS. ScanNet,
characterized by its real-world scans, includes 1,513 indoor
scenes containing 36,213 objects. We conduct experiments
on four tasks including zero-shot 3D classification, linear
probing 3D classification, few-shot linear probing 3D clas-
sification, and real-world recognition, to demonstrate the
advantages of our TAMM. Other implementation details re-

garding pre-training and evaluation are introduced in the
supplementary material.

4.1. Zero-Shot 3D Classification

Zero-shot ability is a key metric for reflecting the quality of
learned 3D representations, which requires the representa-
tions to be directly applicable to datasets where the model
has never been explicitly supervised. Without any further
tuning, the 3D representations are compared with text em-
beddings of categories to predict the classes of 3D shapes.
To make a fair comparison and keep consistency with prior
work, we adopt the same settings as OpenShape [23] on
three benchmarks: Objaverse-LVIS [9], ModelNet40 [43],
and OBJ-ONLY (ScanObjectNN) [40].

The results are summarized in Table 1. First, we ob-
serve that TAMM, benefited from multi-modal pre-training,
outperforms PointCLIP [51] and PointCLIP v2 [56] by
a large margin. Furthermore, it is evident that our pre-
trained models consistently outperform those pre-trained by
ULIP and OpenShape, irrespective of whether they are pre-
trained on smaller datasets like ShapeNet or more expansive
ones such as the Ensembled dataset. For instance, Point-
BERT [47] pre-trained by our TAMM on the Ensembled (no
LVIS) dataset surpasses ULIP and OpenShape by margins
of +20.6% and +2.9% in Top-1 accuracy on the long-tailed
Objaverse-LVIS benchmark, which validates the effective-
ness of our multi-modal pre-training scheme.

4.2. Linear Probing 3D Classification

To further evaluate the 3D representation quality of our
pre-trained models, we design and conduct linear probing
classification experiments. Here, we first freeze our pre-
trained Point-BERT model along with the Image Alignment
Adapter (IAA) and Text Alignment Adapter (TAA), and
then append a single learnable linear layer to the model.
Given a batch of point clouds, as illustrated in Figure 2, we
generate features from both IAA and TAA and concatenate
them, and learn the appended linear classification layer on
the concatenated features. We evaluate the accuracy of the
linear classifier on three benchmarks: Objaverse-LVIS [9],
ModelNet40 [43], and ScanObjectNN [40]. Objaverse-
LVIS is a challenging long-tailed dataset with 1, 156 cat-
egories, which has not been evaluated by prior meth-
ods [23, 45]. To ensure evaluation with statistically mean-
ingful number of samples per class, we exclude categories
with fewer than 10 instances, leaving us 1, 046 categories.
Samples in each class are divided into training and testing
sets at an 8 : 2 ratio. For ModelNet40 and ScanObjectNN,
we use the standard splits, following [32, 42].

The results are shown in Table 2. TAMM consistently
outperforms all previous methods by a large margin. For
example, pre-trained on the Ensembled dataset, TAMM im-
proves over OpenShape by +11.2% and +2.2% overall ac-
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Pre-Training
Dataset Model Pre-Training

Method
Objaverse-LVIS [9] ModelNet40 [43] ScanObjectNN [40]

Top-1 Top-3 Top-5 Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

- PointCLIP [51] - 1.9 4.1 5.8 19.3 28.6 34.8 10.5 20.8 30.6
- PointCLIP v2 [56] - 4.7 9.5 12.9 63.6 77.9 85.0 42.2 63.3 74.5

ShapeNet

ViT-B/32 [11] CLIP2Point [19] 2.7 5.8 7.9 49.5 71.3 81.2 25.5 44.6 59.4
Transformer [41] ReCon [32] 1.1 2.7 3.7 61.2 73.9 78.1 42.3 62.5 75.6

SparseConv [6] OpenShape [23] 11.6 21.8 27.1 72.9 87.2 93.0 52.7 72.7 83.6
TAMM (Ours) 13.6 24.2 29.3 74.6 88.2 94.0 57.9 75.3 83.1

Point-BERT [47]
ULIP [45] 6.2 13.6 17.9 60.4 79.0 84.4 51.5 71.1 80.2

OpenShape [23] 10.8 20.2 25.0 70.3 86.9 91.3 51.3 69.4 78.4
TAMM (Ours) 13.7 24.2 29.2 73.1 88.5 91.9 54.8 74.5 83.3

Ensembled
(no LVIS)

SparseConv [6] OpenShape [23] 37.0 58.4 66.9 82.6 95.0 97.5 54.9 76.8 87.0
TAMM (Ours) 39.8 62.0 70.4 85.7 96.8 98.3 57.5 81.3 90.0

Point-BERT [47]
ULIP [45] 21.4 38.1 46.0 71.4 84.4 89.2 46.0 66.1 76.4

OpenShape [23] 39.1 60.8 68.9 85.3 96.2 97.4 47.2 72.4 84.7
TAMM (Ours) 42.0 63.6 71.7 86.3 96.6 98.1 56.7 78.3 86.1

Ensembled

SparseConv [6] OpenShape [23] 43.4 64.8 72.4 83.4 95.6 97.8 56.7 78.9 88.6
TAMM (Ours) 43.8 66.2 74.1 85.4 96.4 98.1 58.5 81.3 89.5

Point-BERT [47]
ULIP [45] 26.8 44.8 52.6 75.1 88.1 93.2 51.6 72.5 82.3

OpenShape [23] 46.8 69.1 77.0 84.4 96.5 98.0 52.2 79.7 88.7
TAMM (Ours) 50.7 73.2 80.6 85.0 96.6 98.1 55.7 80.7 88.9

Table 1. Zero-shot 3D classification results. TAMM sets new state of the art in zero-shot classification accuracy across Objaverse-LVIS,
ModelNet-40, and ScanObjectNN benchmarks, outperforming existing methods in diverse settings of pre-training datasets and 3D model
architectures. The performance gain is more significant on the most challenging long-tailed Objaverse-LVIS dataset.

Pre-Training Method O-LVIS M-40 ScanObjectNN [40]
Dataset [9] [43] OBJ-BG OBJ-ONLY PB-T50-RS

ShapeNet

ULIP [45] 34.6 90.6 75.4 75.4 64.8
OpenShape [23] 29.3 88.5 77.8 78.5 64.1
TAMM (Ours) 39.1 91.0 80.6 81.1 68.5
Rel. Improv. +9.8 +2.5 +2.8 +2.6 +4.4

Ensembled
OpenShape [23] 48.3 91.3 85.9 85.4 78.0
TAMM (Ours) 59.5 93.5 88.5 88.0 80.3
Rel. Improv. +11.2 +2.2 +2.6 +2.6 +1.7

Table 2. Linear probing 3D classification results. TAMM out-
performs previous methods by a large margin, e.g., +11.2% accu-
racy gain on the challenging Objaverse-LVIS dataset.

curacy on Objaverse-LVIS and ModelNet40, respectively.
This demonstrates that TAMM effectively exploits knowl-
edge from CLIP and learns generalizable 3D representa-
tions that are directly applicable to novel linear classifica-
tion tasks. Notably, TAMM even surpasses the Point-BERT
model pre-trained without multi-modality but allowed to be
fully fine-tuned on OBJ-BG (87.4%) [47] by +1.1% accu-
racy. These strong results indicate that TAMM has learned
excellent transferable 3D representations, showing a great
potential in real-world applications.

4.3. Few-Shot Linear Probing 3D Classification

Following the previous evaluation, we perform few-shot
classification experiments on ModelNet40 [43] to assess
TAMM in low-data scenarios. Similar to the linear probing

Pre-Training Method 5-way 10-way
Dataset 10-shot 20-shot 10-shot 20-shot

ShapeNet
ULIP [45] 94.4±3.7 93.2±4.2 86.6±5.3 90.6±5.2

OpenShape [23] 95.3±2.6 97.9±3.9 89.2±5.1 92.9±3.9

TAMM (Ours) 97.8±1.9 98.1±1.4 95.3±3.9 95.9±2.6

Ensembled OpenShape [23] 96.1±2.7 95.7±2.5 89.1±4.6 91.8±3.7

TAMM (Ours) 99.0±1.3 99.4±0.7 96.8±2.9 97.4±2.2

Table 3. Few-shot linear probing classification results on Mod-
elNet40. We report the average accuracy and standard deviation
of 10 independent experiments. Our TAMM consistently achieves
both the best average accuracy and the lowest variance in various
few-shot settings.

experiments described in Section 4.2, we extend our model
with an additional linear classification layer and only train
this linear layer instead of fine-tuning the entire model. Fol-
lowing previous work [47, 50], we adopt the “K-way N -
shot” configuration, wherein we select K classes at random
and sample (N + 20) instances per class. Training is con-
ducted on a support set of K×N samples, while evaluation
is based on a query set comprised of the remaining 20 in-
stances per class. We assess our model under four distinct
scenarios: “5-way 10-shot,” “5-way 20-shot,” “10-way 10-
shot,” and “10-way 20-shot.” For each scenario, we carry
out 10 separate trials, and report both the mean performance
and the standard deviation across these trials.

As illustrated in Table 3, our TAMM achieves the best
results and sets a new state of the art in the few-shot clas-
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Method Avg. Bed Cab Chair Sofa Tabl Door Wind Bksf Pic Cntr Desk Curt Fridg Bath Showr Toil Sink

CLIP2Point [19] 24.9 20.8 0.0 85.1 43.3 26.5 69.9 0.0 20.9 1.7 31.7 27.0 0.0 1.6 46.5 0.0 22.4 25.6
PointCLIP w/ TP. [56] 26.1 0.0 55.7 72.8 5.0 5.1 1.7 0.0 77.2 0.0 0.0 51.7 0.3 0.0 0.0 40.3 85.3 49.2

CLIP2Point w/ TP. [19] 35.2 11.8 3.0 45.1 27.6 10.5 61.5 2.6 71.9 0.3 33.6 29.9 4.7 11.5 72.2 92.4 86.1 34.0
CLIP2 [49] 38.5 32.6 67.2 69.3 42.3 18.3 19.1 4.0 62.6 1.4 12.7 52.8 40.1 9.1 59.7 41.0 71.0 45.5

OpenShape† [23] 45.6 66.7 3.2 75.8 83.5 37.7 49.2 47.5 64.9 48.2 1.9 66.1 70.2 1.8 50.0 57.1 45.2 7.1

TAMM (Ours)† 49.4 66.7 4.8 83.6 84.5 48.9 57.9 48.2 80.5 61.3 1.9 60.6 83.6 7.0 41.4 56.1 48.4 3.6

w/ TP. denotes training with the real-world data provided by CLIP2. † Results using Point-BERT [47] as 3D encoder, pre-trained on the Ensembled dataset.

Table 4. Zero-shot classification results on the real-world ScanNet dataset. Avg.: the mean average Top-1 accuracy of all classes.
TAMM achieves the best results.

CIA IAA TAA Img-Txt
Acc

Objaverse-LVIS ModelNet-40
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

✓ ✓ 40.1 13.5 23.9 29.1 72.8 88.2 91.7
✓ 60.9 12.5 22.4 27.3 71.4 86.0 89.8
✓ ✓ 60.9 12.9 22.9 27.7 73.8 88.2 92.5
✓ ✓ 60.9 13.0 23.0 28.2 72.9 87.8 90.4
✓ ✓ ✓ 60.9 13.7 24.2 29.2 73.1 88.5 91.9

(a) Adapters in pre-training. Pre-training with CLIP Im-
age Adapter (CIA), Image Alignment Adapter (IAA), and Text
Alignment Adapter (TAA) is the most effective.

Stage Img-Txt
Acc

Objaverse-LVIS ModelNet-40
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

One stage 55.3 12.2 21.4 27.0 71.4 86.4 90.7
Two stages 60.9 13.7 24.2 29.2 73.1 88.5 91.9

(b) Pre-training stages. Learning the CLIP Image Adapter
first and then pre-train the 3D encoder with Dual Adapters
is better than training modules all together.

Image Text Objaverse-LVIS ModelNet-40
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

✓ 11.9 20.8 25.9 67.6 87.3 92.5
✓ 10.5 19.2 23.7 70.2 85.0 88.0

✓ ✓ 13.7 24.2 29.2 73.1 88.5 91.9

(c) Pre-training modalities. Exploiting both im-
age and text data provides the most performance
gain. They contribute almost equally in TAMM.

IAA TAA Objaverse-LVIS ModelNet-40
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

✓ 13.0 23.1 28.3 68.1 86.5 91.4
✓ 12.9 22.5 27.5 72.4 86.2 90.4

✓ ✓ 13.7 24.2 29.2 73.1 88.5 91.9
(d) Adapters for inference. Dual Adapters are
complementary, and their combination more ac-
curately classifies 3D shapes at test time.

Images Objaverse-LVIS ModelNet-40
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

1 13.6 23.6 28.9 72.5 88.0 92.6
2 13.5 23.5 28.8 73.1 87.6 92.8
4 13.7 24.2 29.2 73.1 88.5 91.9
8 13.5 23.1 28.4 73.0 89.0 92.8

(e) Number of images. Aligning a 3D shape
with 4 images of it is the best.

Table 5. Ablation study of components in TAMM. We pre-train Point-BERT models on ShapeNet in various settings and evaluate their
zero-shot classification performance on Objaverse-LVIS and ModelNet40. The baseline method OpenShape [23] achieves 10.8% and
70.3% Top-1 accuracy on these two benchmarks (Table 1), respectively. The setting adopted by TAMM is marked.

sification task. TAMM shows both higher overall accuracy
and smaller deviations than other methods, showcasing the
generalizability and robustness of TAMM-learned 3D rep-
resentations. For example, when pre-trained on the En-
sembled dataset, our TAMM surpasses OpenShape [23] by
2.9%, 3.7%, 7.7%, 5.6%, respectively for all four settings.
These results indicate that our TAMM is able to learn 3D
representations that are more generalizable and can be read-
ily adapted to downstream tasks under low-data regimes.

4.4. Real-World Recognition

To evaluate the capability of TAMM in understanding 3D
shapes from the real world, we follow the previous work
CLIP2 [49] and test TAMM on a real-world recognition
task, in which the model aims at correctly classifying each
instance from a complex scene in a zero-shot manner.
Specifically, we select the real-world scene-level dataset
ScanNet [8] and adopt same data splits as [49], contain-
ing 17 classes. We perform zero-shot classification (Sec-
tion 4.1) on the point cloud of each object instance extracted
from scenes, and report both the Top-1 accuracy of each
class and the mean accuracy of all 17 classes. As shown
in Table 4, TAMM significantly outperforms all prior meth-

ods, showing improvements of 3.8% and 10.9% in average
Top-1 accuracy compared with OpenShape and CLIP2, re-
spectively. These results underscore TAMM’s ability in rec-
ognizing and understanding 3D shapes captured from real-
world scenarios. Further results on complex scene recogni-
tion and instance segmentation are included in the supple-
mentary material.

4.5. Ablation Study

In this section, we provide additional experimental results
to further test the performance gain from each design of
TAMM. Due to limited computation, we pre-train Point-
BERT [47] on the small-scale ShapeNet [3], and use two
more challenging zero-shot classification benchmarks Mod-
elNet40 [43] and Objaverse-LVIS [9] for evaluation. We
alter only one component in each set of experiments.
Adapters in Pre-Training. As described in Section 3.1,
our CLIP Image Adapter (CIA) mitigates the domain gap
between rendered images and natural images. We first
measure the contrastive accuracy, computed as the ratio of
image-text pairs where the text feature is more similar to
the image from the same triplet than any other text. The
contrastive accuracy of CLIP without CIA is only 40.1%,
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indicating that the original image-text feature space is com-
promised by the domain gap. CIA brings the accuracy up
to 60.9%, showing the effectiveness of our CIA in resolving
the shifted data domain. Furthermore, as shown in Table 5a,
CIA increases the zero-shot accuracy on Objaverse-LVIS
dataset from 12.2% to 13.7%, validating its effectiveness
on improving the pre-trained 3D representations.

TAMM adopts Image Alignment Adapter (IAA) and
Text Alignment Adapter (TAA) to decouple the feature
space and enrich the learned 3D representations. To fur-
ther explore the performance gains introduced by our Dual
Adapters (IAA and TAA), we experiment tri-modal pre-
training with or without IAA and TAA. As shown in Ta-
ble 5a, both adapters bring performance gains, and their
combination achieves the best result, demonstrating the ef-
fectiveness of Dual Adapters.
Pre-Training Stages. We investigate the significance of our
two-stage pre-training design, which initially learns CLIP
Image Adapter (CIA) to re-align image-text pairs and sub-
sequently employs Dual Adapters in decoupled tri-modal
pre-training. An alternative could be learning these mod-
ules all together in one stage. As shown in Table 5b, re-
markably, the two-stage pre-training approach achieves a
better performance compared with one-stage pre-training.
Pre-Training Modalities. We further explore the effec-
tiveness of image and language modalities in pre-training.
Table 5c shows that integrating the 3D modality with both
the image and language modalities consistently yields su-
perior performance across various benchmarks, compared
with aligning it with either modality alone. Moreover, un-
like prior methods which ineffectively learn from images
(Figure 1-left), the image and language modalities con-
tribute almost equally in TAMM, which also signifies that
TAMM better exploits the image modality and brings more
gains by learning from both image and text data.
Adapters for Inference. Our IAA and TAA decouple 3D
features with visual and semantic focuses, respectively, of-
fering a more accurate and comprehensive understanding
for 3D shapes. At inference time, we combine the outputs
from Dual Adapters for classification tasks. To investigate
this design, we separately utilize features produced solely
by either IAA or TAA in zero-shot classification evaluation.
As shown in Table 5d, the combined features achieve more
accurate classification, demonstrating that the learned fea-
tures from IAA and TAA are complementary to each other.
Number of Images. In order to gain more comprehen-
sive knowledge from the image modality, TAMM simulta-
neously aligns the 3D feature with multi-view 2D images,
each projected from a different perspective. We evaluate
this design by aligning the 3D feature with a varying num-
ber of corresponding 2D images, ranging from 1 to 8 im-
ages. As shown in Table 5e, multi-view image features offer
a performance gain by fully exploiting the image modality.
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Figure 3. Qualitative results. Top: CIA re-aligns the images
rendered from 3D shapes with the text descriptions. The rendered
images are inaccurately matched with text when the image features
are directly extracted by CLIP, and CIA can correct the matching.
Bottom: IAA and TAA decouple 3D features with complementary
visual and semantic focuses. Features from one single adapter are
matched with classes whose appearance or semantics resemble the
true class; using both adapters leads to the correct class.

Aligning a 3D shape with 4 views achieves the best result.
Qualitative Results. Finally, we provide some visualiza-
tions to intuitively demonstrate the benefit of our proposed
TAMM. As illustrated in Figure 3, CIA successfully miti-
gates the domain gap introduced by rendered images, and
leads to the more accurate matching between images and
text. IAA and TAA learn 3D representations with subtly
different but complementary focuses on vision and seman-
tics, respectively, and their combination brings more robust
and comprehensive 3D representations. More visualized re-
sults are included in the supplementary material.

5. Conclusion
In this work, we examine the sub-optimal utilization of 2D
images in existing multi-modal pre-training methods for
3D shape understanding, and propose TriAdapter Multi-
Modal Learning (TAMM), a novel two-stage representation
learning approach built on three synergistic adapter mod-
ules. Extensive experiments verify that TAMM consistently
learns improved 3D features in various settings.
Limitations. Due to the limited computation resources, we
are not able to perform pre-training on very large-scale 3D
backbones with billions of parameters. The quality of the
learned 3D representation could be further improved if the
3D backbones are scaled to a larger size.
Acknowledgement. This work was supported in part by NSF Grant
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