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Abstract

Domain adaptation is a critical task in machine learning
that aims to improve model performance on a target domain
by leveraging knowledge from a related source domain.
In this work, we introduce Universal Semi-Supervised Do-
main Adaptation (UniSSDA), a practical yet challenging
setting where the target domain is partially labeled, and
the source and target label space may not strictly match.
UniSSDA is at the intersection of Universal Domain Adap-
tation (UniDA) and Semi-Supervised Domain Adaptation
(SSDA): the UniDA setting does not allow for fine-grained
categorization of target private classes not represented in
the source domain, while SSDA focuses on the restricted
closed-set setting where source and target label spaces
match exactly. Existing UniDA and SSDA methods are sus-
ceptible to common-class bias in UniSSDA settings, where
models overfit to data distributions of classes common to
both domains at the expense of private classes. We pro-
pose a new prior-guided pseudo-label refinement strategy
to reduce the reinforcement of common-class bias due to
pseudo-labeling, a common label propagation strategy in
domain adaptation. We demonstrate the effectiveness of the
proposed strategy on benchmark datasets Office-Home, Do-
mainNet, and VisDA. The proposed strategy attains the best
performance across UniSSDA adaptation settings and es-
tablishes a new baseline for UniSSDA.

1. Introduction

Domain adaptation (DA) is a critical task in machine learn-
ing, where models are adapted from a source domain to
perform well on a different target domain. Convention-
ally, DA works focus on the closed-set adaptation setting,
where the source and target label space match exactly, to
address covariate shift and potential label distribution shift
[11, 38, 40, 47]. More recently, the generalized prob-
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Figure 1. Adaptation settings in Universal SSDA. Existing SSDA
works conventionally focus on closed-set settings.

lem in unsupervised DA termed ‘Universal DA’ (UniDA)
[4, 32, 46, 49] aims to bridge the gap between labeled
source data and unlabeled target data, and considers chal-
lenging settings where there may be label space shift be-
tween the two domains. This means that, under UniDA,
there may be source private and target private classes be-
sides common classes shared across the two domains, as in
the open-set, partial-set, and open-partial settings. The uni-
versal setup handles practical scenarios where different ob-
ject classes are present in different environments, or when
new task objectives require collecting new target domain
object classes not present in the source domain. How-
ever, since the UniDA setting assumes target data is unla-
beled, all target private classes are categorized under a sin-
gle ‘unknown’ class. Unsupervised domain adaptation is
also known to be prone to negative transfer as target classes
can be mapped to incorrect source classes [17, 48].

In this work, we introduce a new setting to include a
small number of labeled target samples in UniDA such
that methods can provide fine-grained classification of tar-
get private class samples and better leverage target infor-
mation that may be available. While the related semi-
supervised domain adaptation (SSDA) setting also allows
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Figure 2. (a) and (b) show the percentage of samples in target pri-
vate classes (YrNY$) misclassified as common classes (V7 NYs)
under open-partial setting, demonstrating the effect of common-
class bias on existing SSDA and UniDA methods. (a) is imple-
mented on DomainNet-126 C' — P with ResNet-34 backbone.
(b) is implemented on DomainNet-345 C' — P with frozen ViT
foundation model encoder and learnable classifier.

Start of training

End of training
g
£ e
T@f;x' Class Group
a e Common
3 « Target Private
L Domain
e Source
* Target

a8,
i Y

Figure 3. T-SNE visualization of common versus

class samples shows negative transfer due to common-class bias.
Incorrect mapping between common and target private classes can
persist and be reinforced by naive pseudo-labeling. Example taken
from DomainNet-126 C' — P in open-partial setting, with visual-
ization on 15 shared and 15 target private classes.

for partially labeled target data and offers a practical bal-
ance between data annotation and performance, works have
been restricted to the closed-set setting [21, 24, 35]. We
thus propose the new generalized setting at the intersec-
tion of UniDA and SSDA as ‘Universal SSDA’ (UniSSDA).
In UniSSDA, methods need to improve adaptation perfor-
mance regardless of the source and target label space as il-
lustrated in Figure 1. To the best of our knowledge, our
work is the first study on UniSSDA.

A key challenge in UniSSDA is that due to the abun-
dance of labeled source data, model learning is naturally
biased towards fitting the source distribution. This overfit-
ting is especially detrimental to the learning of target private
classes in UniSSDA settings, since these classes are not rep-
resented at all in the source domain. We refer to this bias as
the ‘common-class bias’, where model learning focuses on
classes common to both domains at the expense of private
classes. From Figure 2, we observe that existing SSDA and
UniDA methods are vulnerable to the common-class bias
in a UniSSDA open-partial setting on DomainNet, and mis-
classify as much as 40% target private samples as belonging
to common classes.

We hypothesize that the propagation of biased label
information to the unlabeled target samples resulted in
the eventual negative transfer observed in target private
classes. To gain further insight into this issue, we study the
pseudo-labeling component commonly used in DA meth-
ods [21, 22, 41, 42, 45], as naive pseudo-labeling tends to

reinforce pre-existing biases as the model iteratively fits to

incorrect pseudo-labels during training.

Through t-SNE visualizations of the feature space, Fig-
ure 3 illustrates the effects of the common-class bias when
training utilizes a naive pseudo-labeling strategy where the
class with the highest confidence score is assigned as the
pseudo-label, and pseudo-labeled samples are selected by a
confidence threshold. Target private classes are incorrectly
mapped to common classes, and this incorrect mapping
is reinforced during training. In this work, we propose a
pseudo-label refinement strategy to mitigate common-class
bias. We introduce prior-guidance to directly reweigh and
refine the predictions on unlabeled target samples. The
strategy is simple to implement and effective, and the re-
fined pseudo-labels can be readily incorporated into exist-
ing adaptation algorithms.

Our key contributions in this work are:

* We are the first to study Universal SSDA (UniSSDA), a
new setup at the intersection of UniDA and SSDA. Unlike
UniDA, UniSSDA allows fine-grained classification of
target private classes and is able to leverage available tar-
get label information. UniSSDA can also be viewed as a
practical generalization of SSDA that removes the restric-
tion for source and target label space to strictly match.

» Experimental evaluations find that existing SSDA and
UniDA methods do not consistently perform well in
UniSSDA settings and are susceptible to common-class
bias. This highlights the need to develop new approaches
to address UniSSDA.

* We propose a prior-guided pseudo-label refinement strat-
egy to reduce the reinforcement of common-class bias
due to target pseudo-labeling, a common label propaga-
tion strategy in DA problems.

* We demonstrate the performance of the proposed strategy
on 3 domain adaptation image classification datasets. The
proposed strategy establishes a new UniSSDA baseline
for future research work in this area.

2. Related Works
2.1. Semi-Supervised Domain Adaptation

Existing works in SSDA aim to learn domain invariant
representations and to mine intrinsic target domain struc-
tures. Methods focused on domain invariance align features
[5, 15, 18, 22, 35, 41, 44, 45], label distributions [1] or hy-
potheses [0, 14, 16, 18, 25] between domains to transfer
knowledge from source to target domain. [5] directly maps
source to target data manifold by learning a linear transfor-
mation. Following works in unsupervised domain adapta-
tion [11, 38, 40], many SSDA methods reduce feature dis-
tribution mismatch by adversarial learning or minimizing a
domain discrepancy measure [15, 18, 22, 35, 41, 44, 45].
CLDA [35] uses contrastive learning and ECACL [22] uses
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a triplet loss to simultaneously pull same-class samples to-
gether and push different-class samples apart.

Since both labeled and unlabeled target samples are
available during training, methods employ strategies in-
cluding those from semi-supervised learning [43] and self-
supervised learning [26] to mine structures and informa-
tion from target data. PAC [24] uses rotation predic-
tion as a pre-training task, and [19] adds meta-learning to
an existing SSDA method to find better model initializa-
tions. Several methods apply clustering objectives on the
target domain to learn class-discriminative target features
[8, 21,33, 41, 44, 45]. Sample similarity for clustering can
be determined based on pseudo-label [45], inter-sample dis-
tance [44], or a given similarity graph [8]. Some methods
encourage prediction consistency of samples under differ-
ent augmentations so as to find a smooth data manifold and
to learn compact target clusters [1, 21, 22, 24, 35, 41].

To propagate label information to unlabeled samples,
methods typically use pseudo-labeling. BiAT [13] and
S3D [45] generate intermediate styles to bridge the do-
main gap between source and target domains to facilitate
label propagation. Some methods use uncertainty mea-
sures, such as confidence and entropy, for data selection
to improve pseudo-labeling accuracy [21, 22, 41, 42, 45].
However, pseudo-labeling risks reinforcing pre-existing
source-induced bias, and we propose pseudo-label refine-
ment strategies to mitigate such bias using duo classifiers.
DST [3], a semi-supervised learning method, also utilizes
an additional classifier, but DST cannot be applied to frozen
foundation model feature extractors, and DST’s main clas-
sifier may not fully represent the data distribution as it is not
trained on any unlabeled samples.

2.2. Universal Domain Adaptation

UniDA comprises settings where the source and/or target
domain can have private classes, and assumes all target sam-
ples to be unlabeled. Similar to SSDA methods in Sec-
tion 2.1, UniDA methods exploit intrinsic structures in tar-
get data by discovering clusters [2, 20, 34]. UniDA methods
also aim to learn domain invariant representations through
domain alignment. MATHS [4] uses contrastive learning
between mutual nearest neighbor samples for domain align-
ment, and UniAM [49] achieves domain-wise and category-
wise alignment by feature and attention matching between
domains in vision transformers. A key challenge in UniDA
is to distinguish between common and private class samples
such that alignment is only performed on the former, so as
to avoid negative transfer. OVANet [32] trains a one-vs-all
classifier for each class to estimate the inter-class distance
as a threshold to distinguish between the two class groups.
Other methods use uncertainty measures such as entropy,
confidence and consistency [2, 10, 34, 36, 46], sample sim-
ilarity between domains [36, 46], or outlier detection on the

logits [4] to detect target private class samples. A common
assumption in UniDA is that the target private class samples
are predicted with higher uncertainty because there are no
labeled data from target private classes for supervised train-
ing. The assumption is not applicable in UniSSDA. A re-
cent study finds that the supervised baseline is competitive
with or outperforms existing UniDA methods on founda-
tion models [7], hence we include foundation models in our
experiments for a more comprehensive evaluation.

3. UniSSDA Preliminaries

We denote the input and output space as & and ). Dis-
tribution shift occurs when the source and target distribu-
tion differ (i.e. ps(z,y) # pr(x,y)), for instance in co-
variate shift (i.e. ps(x) # pr(z)) and label shift (i.e.
ps(y) # pr(y)). Same as other domain adaptation tasks
[11, 21, 46], UniSSDA assumes the presence of covariate
shift. In existing SSDA works, methods and evaluations are
focused on the closed-set setting where source and target
domain have the same label space (i.e. Vs = Y1), and label
shift is restricted to label distribution shift where Vs = Y7
and 3y € Vs ps(y) # pr(y).

Label space shift involves a change in label set (i.e.
Ys # YV7) [46], and UniSSDA methods need to be effec-
tive in these more challenging types of domain shift. To the
best of our knowledge, we are the first to study UniSSDA.
We consider the adaptation settings in Figure 1:

* Closed-set with no label distribution shift (i.e. Vs = V7,
Yy € Vs ps(y) = pr(y)):

* Closed-set with label distribution shift (i.e. Vs = V7,
Jy € Vs ps(y) # pr(y):

* Open-set: Source label space is a proper subset of target
label space (i.e. Vs C Vr);

* Partial-set: Target label space is a proper subset of source
label space (i.e. Yr C Vs);

* Open-partial: Source and target label space intersect but
neither is a proper subset of the other (i.e. Vs N YV # 0
and Vs N V5 # 0 and Yr N VS # 0).

Classes can be categorized into 3 groups based on domain

label space membership: common (V7N )s), source private

(V% N Vs), and target private (Yr N YV§).

4. Methodology

We denote the input, feature, logit and output space as
X, Z,G and Y, respectively. With a neural network model
h o f, the feature extractor f parameterized by © learns the
mapping f : X — Z, and classifier h parameterized by ¥
learns the mapping h : Z — G. Foralogit g € G, we obtain
the predictive probability p = o(g) using softmax function
o, and § = argmax;(p[i]) € Y as the predicted label. Let
¢ denote the labeled source and target, and u denote the un-
labeled target.
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Figure 4. The semi-supervised classifier trained with naive
pseudo-labels is more vulnerable to common-class bias than the
supervised classifier is. Using supervised classifier outputs as pri-
ors to refine the pseudo-labels significantly improves the perfor-
mance of the resulting semi-supervised classifier. Example taken
from DomainNet C' — P in open-partial setting.
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Figure 5. Proposed Prior-Guided Pseudo-label Refinement
(PGPR) strategy: During adaptation, we add a supervised clas-
sification head h trained only on labeled samples to provide prior
distribution estimates. We align the per-instance class group distri-
bution output by h o f to the estimate by ho f and then aggregate
the two classifier decisions. The class with the highest resulting
probability is taken as the refined pseudo-label for training. The
supervised classfier h is discarded at the end of training.

4.1. Supervised vs. Semi-Supervised Classifier

Due to the abundance of labeled source data, a vanilla
model naturally overfits to the source data distribution. This
overfitting is especially detrimental to the learning of tar-
get private classes in UniSSDA since these classes are not
represented at all in the source domain. Consequently, the
model focuses learning on classes common to both do-
mains, at the expense of target private classes. We refer to
this bias as the ‘common-class bias’. Naive pseudo-labeling
assigns the class with the highest confidence score as the
pseudo-label for an unlabeled sample. Using naive pseudo-
labels to propagate label information to the unlabeled target
samples risks reinforcing pre-existing bias. In the exam-
ple on open-partial setting in Figure 4, the semi-supervised
classifier trained with naive pseudo-labels severely under-
estimates the proportion of target private class samples
throughout the training process. In comparison, by fitting
a supervised classification head on top of the same feature
extractor, we observe that the supervised classifier is less
susceptible to common-class bias and has higher accuracy
on target private classes. By refining the pseudo-labels with

Refined Pseudo-Label
e |:> e
Jala” -

the supervised classier via our proposed strategy and using
them to train the semi-supervised classifier, the refined clas-
sifier achieves the highest accuracy.

4.2. Prior-Guided Pseudo-Label Refinement

From Figure 4, we observe that the supervised classifier is
less susceptible to common-class bias than the naive semi-
supervised classifier is. Motivated by this observation, we
propose to refine the predictive probabilities output by h o f
guided by per-instance priors estimated using a supervised
classifier. On top of the feature extractor f, we add a new
linear classification head 7 : Z — G parameterized by ®
learned only on labeled source and target samples. Depend-
ing on the domain of the input sample, we apply domain-
specific classifier masks to mask logits of classes absent
from the domain. The classifier & is trained alongside h o f
using cross-entropy loss:

Ly(®) = —yq - log(pe) (1)

where p is the predictive probability output by ho fandyis
the ground-truth label. Gradients are blocked in the feature
extractor f.

The goal of the proposed Prior-Guided Pseudo-label Re-
finement (PGPR) strategy is to reduce the effect of source-
induced bias on target pseudo-labels. On each unlabeled
sample, we adjust the predictive probability p,, originally
estimated by h o f using the prior distribution p, esti-
mated by the supervised classifier ho f. We apply a group
reweighted refinement step followed by a classifier aggre-
gated refinement step. Group reweighted refinement aligns
the class group distribution. The classes are grouped based
on the domain(s) they are present in i.e. source private
(VFNYs), target private (Y7 NY§), and common (Y7 NYs)
classes. We treat p,, as the prior to compute the probability
of each class group grp, and reweigh p, output by h o f

hted
suchthaty ;. . p eweiahte )[ ] =2 jegrp Puli], by:
rewet e - - Z T ﬁu[]]
plreweighted) () — p 1] IS9P T2 ()

Z]Egrp Pulj]

for ¢ € grp. That is, for each class group, the group dis-

tribution from p ¢“9"*¢d iq instance-wise aligned to that

from p,. Class aggregated refinement further adjusts indi-
vidual class probabilities by aggregating the decisions from
the two classifiers to give the final predictive probability:

= (e n) e o

(PGPR) .

The class with the highest probability in py, is taken

as the pseudo-label y(PGPR)

Taken together, group reweighted refinement can be
viewed as a strict and coarse-grained regularization on the
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estimated class group distribution, and classifier aggregated
refinement can be viewed as a soft and fine-grained regular-
ization on the estimated class distribution.

4.3. Training Objectives

The overall training objective is:
L(0,0) = Ly(0,9) + u(t)L,(0,%) 4

where L,(0, V) and L, (O, ¥) are the respective loss func-
tions on the labeled and unlabeled data, and u(t) =
3 — cos(min(m, %)) is a warmup function weighing
L, (0, ) at iteration ¢ with total T warmup steps. After
training, the supervised classifier h is discarded. Only the
model h o f is retained for inference.

We apply cross-entropy loss on the labeled data:

Ly(©,¥) = -y, -log (pe) . (5)

Existing robust training techniques can be incorporated. For
instance, AdaMatch [1] interpolates between logit g, and
another copy g; output with augmented batch normalization
statistics to compute pp = g(A- g + (1 — A) - gp), A ~
Unif(0,1), to improve robustness to covariate shift.

The unlabeled data is trained with refined pseudo-labels:

L.(6,7) (6)

_j(PGPR) (PGPR)

1
§A(PGPR) (PGPR)[j] < CT}

Y -log(pg) - 1 [mjax Py

where pseudo-labels with confidence below threshold ¢, =
7 - E(max; p,[j]) have a down-weighted loss. We apply
weak and strong augmentations for consistency regulariza-
tion. In Equation 6, pseudo-labels are estimated on weakly
augmented images denoted by u, and the loss is applied on
strongly augmented images denoted by .

5. Experiments and Results
5.1. Experimental Setups

Methods. We compare the proposed strategy with the su-
pervised baseline S+T and existing SSDA and UniDA meth-
ods modified for UniSSDA. S+T trains only on labeled
source and target samples with cross-entropy loss.

For existing SSDA methods, we evaluate CDAC, PAC
and AdaMatch. CDAC [21] clusters target data and se-
lects highly-confident target samples for pseudo-labeling
and consistency regularization. PAC [24] pre-trains with
rotation prediction task and encourages label consistency
during adaptation. AdaMatch [1] builds on FixMatch [37]
by augmenting data with weak and strong augmentations,

applies random logit interpolation for logit alignment and
aligns the overall class distribution between domains.

For existing UniDA methods, we evaluate DANCE and
UniOT. DANCE [34] uses self-supervision to cluster target
samples and uses an entropy threshold to identify samples
in common classes for alignment. UniOT [2] uses opti-
mal transport to cluster target samples around prototypes. It
detects samples in common classes for alignment based on
statistical information of class assignment estimates, with-
out the need for prefined threshold values.

For all methods except AdaMatch, we apply domain-

specific classifier masks to mask logits of classes absent
from the domain. We exclude AdaMatch as it interpolates
logits across domains during training, but apply the masks
during inference to constrain predictions to classes present
in the domain. To add target supervision to UniDA meth-
ods, we add cross-entropy loss on the labeled target samples
to the original training objectives.
Datasets. We evaluate on 3 popular benchmark datasets for
domain adaptation. Office-Home [39] has 65 categories of
everyday objects in 4 domains: Art (A), Clipart (C), Product
(P) and Real World (R). DomainNet [30] has a total of 6 do-
mains and 345 classes. Following [21, 24], we evaluate on
4 domains: Clipart (C), Painting (P), Real (R) and Sketch
(S). We denote the version with a subset of 126 classes
as DomainNet-126 for comparison with SSDA methods
[21, 24], and denote the full version as DomainNet-345 for
comparison with UniDA methods [7]. Each of Office-Home
and DomainNet has a total of 12 source-target domain pairs.
VisDA [29] has 12 classes and is used to evaluate synthetic-
to-real transfer.

For each domain, we randomly split the samples into
50% training, 20% validation, and 30% testing. Following
existing practice [21, 24], we assume k-shot target anno-
tation for training and validation, with k£ set to 3 in main
experiments. Instead of pre-specifying a single selection of
labeled target samples as in existing works [21, 24], we ran-
domly draw target samples for labeling from the larger col-
lection of training and validation data in each run, in order
to take into account the variability of target annotation.
Adaptation settings. We evaluate on the settings listed in
Figure 1. For ‘Closed-set without label distribution shift’,
we sample the datasets such that all domains share the same
sample size and class distribution, to study covariate shift
in isolation. All classes are included in closed-set settings.
For the open-set, partial-set and open-partial adaptation set-
tings, we include a subset of classes in the source and/or
target domain, as specified in Table 1.

Implementation details. For comparison with SSDA
methods, we use ResNet-34 backbone plus a linear clas-
sifer following [21, 24]. Models are trained using SGD op-
timizer with momentum 0.9 and weight decay 0.0005 for
5000 iterations using batch size 24. We set the learning rate
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Adaptation Setting Office-Home DomainNet-126 DomainNet-345 VisDA
Source Target Source Target Source Target Source Target
Open-set 1-40 1-65 1-80 1-126 1-150 1-345 1-6 1-12
Partial-set 1-65 41-65 1-126 81-126 1-345 1-150 1-12 1-6
Open-partial 1-40  1-20,41-65  1-80  1-40,81-126  1-200  1-150, 201-345 1-9 1-6, 10-12

Table 1. Source and target classes in open-set, partial-set and open-partial setting, for Office-Home, DomainNet-126, DomainNet-345 and

VisDA. All classes are used in closed-set setting.

Method Covariate Shift Covariate + Label Shift Overall

Closed-set  Closed-set Open-set Partial-set Open-partial
Office-Home

S+T 67.9 £0.5 65.1+£0.5 63.2+03 72909 642=+0.7 66.7

CDAC 69.7 +0.4 67.1 £14 60.3 £0.3 68.7+1.7 563 +1.5 64.4

PAC 67.3 £0.5 65.1 £0.5 60.6 £0.4 69.7+1.2 61.3 +0.6 64.8
_AdaMarch 697404 = 66605 63.1206 74403 641403 676

Proposed 723 1.3 694 £0.8 66.9 1.2 77.4+1.8 67.4+1.8 70.7

DomainNet-126

S+T 63.9 +0.4 58.8+0.2 54.1+0.1 72.6+0.8 54.4+0.7 60.8

CDAC 69.7 £0.1 653 +0.3 52.1+0.9 75304 43.7+14 61.2

PAC 69.1 0.4 64.6 0.2 51.6+0.2 77.9+03 51.2+0.8 62.9
AdaMarch 667201 613204 33.1205 76305 537410 622

Proposed 71.8 £0.7 67.3+0.6 61.2+0.8 80.3+04 62.5+1.3 68.6

Table 2. Comparison with SSDA methods: Target accuracy aver-
aged across 12 domain pairs for each dataset, trained with ResNet-
34 backbone.

0.001 for the feature extractor and 0.01 for the classifier, and
temperature scaling 0.05. We standardize the set of image
augmentations used to random horizontal flips and crops to
224 x 224 for weak augmentations, with the addition of
RandAugment for strong augmentations, following [21].

For comparison with UniDA methods, we follow the
training setup in [7] for adapting vision transformer [9]
foundation models: dinov2_vitl14 in DINOv2 trained with
self-supervision [27] and ViT-L/14@336px in CLIP trained
with image-text pairs [31]. The foundation model encoder
is frozen, and the classifier is trained for 10000 iterations us-
ing batch size 32, with initial learning rate 0.01 and a cosine
scheduler with 50 warmup interations. No data augmenta-
tion is applied following [31].

Experiments are run on NVIDIA container for PyTorch,
release 23.02, on NVIDIA GeForce RTX 3090. We set con-
fidence threshold hyperparameter 7 = 0.9 and warmup step
count 7' = 500 for our proposed method. Hyperparameters
for other methods follow the defaults in [1, 7, 21, 24]. Ex-
periments are run over 3 seeds, and we report the average +
standard deviation of the target domain accuracy.

5.2. Results
5.2.1 Comparison with SSDA Methods

Table 2 shows the target accuracy averaged across all do-
main pairs for each dataset. The existing SSDA methods
evaluated generally improve over the supervised baseline
S+T in the closed-set settings. In the more challenging
label space shift settings, CDAC and PAC do not consis-
tently improve performance in the partial-set setting, and

Method Closed-set ~ Open-set  Partial-set  Open-partial ~ Overall
DomainNet-345

S+T 73.6+0.2  68.2+04 809 +04 703 +0.5 73.2

DANCE  73.8+0.3 67.1+0.5 81.4+0.5 69.3+0.5 72.9
_UniOT 72803 623205 76205 64304 689

Proposed 744 +0.3  69.0 +0.4 823 0.3 71.5+0.5 74.3

VisDA

S+T 78.0+0.6 73215 91.0+03 79.9=+12 80.5

DANCE  75.1+0.8 67.0+1.2 93.6+0.3 78.9+29 78.6
(UniOT 779413 687222 87607 784£07 _ 782

Proposed  79.8+0.8  76.5+1.5 93.7 0.7  82.6 =0.7 83.2

(a) DINOV2 encoder dinov2_vitl14

Method  Closed-set ~ Open-set  Partial-set ~ Open-partial ~ Overall
DomainNet-345

S+T 713+04 68905 84.1+04 71.1+0.6 75.4

DANCE  77.0+03 67.5+0.6 84.1+03 69.6+0.5 74.6
_UniOT 774203 618207 816204 647205 714

Proposed 77.5+0.3 71.1+0.7 84.4+0.3 73.7 +0.6 76.7

VisDA

S+T 87.5+04 788+1.1 950+0.1 842=0.8 86.4

DANCE  86.2+0.8 74.7+13 963+04 825=+1.9 84.9
(UniOT __ 876+L1_797:08 921+l 843:08 859

Proposed 88.0 +0.1 83315 962+04  84.6 =0.6 88.0

(b) CLIP encoder ViT-L/14@336px

Table 3. Comparison with UniDA methods: Target accuracy aver-
aged across 12 domain pairs for DomainNet-345 and synthetic-to-
real transfer accuracy for VisDA, in covariate + label shift settings.
Training is performed with frozen foundation model encoder and
learnable classifier.

degrade performance in the open-set and open-partial set-
tings. Moreover, CDAC learning can be unstable, leading
to large performance drops (above 7%) in open-partial set-
ting. AdaMatch improves performance in the partial-set set-
ting for both datasets, but still marginally degrades perfor-
mance in the open-set and open-partial setting as a result of
common-class bias.

Amongst the SSDA methods evaluated, overall,
AdaMatch shows the least performance degradation in
non-closed settings. Consequently, we adopt random logit
interpolation from AdaMatch for robust training of the
labeled samples in Equation 5. We simulate covariate shifts
by passing the input images though the feature extractor f
with different batch normalization statistics i.e. statistics
from both labeled and unlabeled data and from labeled data
alone. We randomly interpolate between the two versions
of logits before computing the predictive probability and
training with cross-entropy loss.
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The proposed method attains the highest overall accu-
racy, and outperforms the second-best method by 3.1% and
5.7% on Office-Home and DomainNet-126, respectively. It
consistently outperforms the supervised baseline S+T, and
increases accuracy by over 7% in the challenging open-set
and open-partial setting for DomainNet-126.

5.2.2 Comparison with UniDA Methods

Table 3 shows the target accuracy evaluated on two ViT en-
coders. The existing UniDA methods evaluated performs
similarly or underperforms the supervised baseline S+T in
most cases. Existing criteria (e.g. high entropy) to identify
target private class samples in UniDA become less suitable
in UniSSDA, as a small number of target private class sam-
ples are now available for supervision. We observe that per-
formances of all methods are generally higher on the CLIP
encoder than on the DINOvV2 encoder, as the latter is trained
only with self-supervised objectives. The proposed method
attains the highest overall accuracy on both datasets and
foundation model encoders. On DomainNet-345, the pefor-
mance gain over the second-best method is 1.1% and 1.3%
with DINOv2 and CLIP, respectively. On VisDA, the per-
formance gain is 2.7% and 1.6% with DINOv2 and CLIP,
repectively. We note that no special robust training is im-
plemented on the labeled samples to learn robust features
as the encoders are frozen. However due to the stronger
and more robust feature extraction capability of foundation
models, the frozen encoders can more adequately address
covariate shift compared to the ResNet-34 in Section 5.2.1.

6. Further Analysis

The proposed method improves private class accuracy
without having to sacrifice common class accuracy. We
study adaptation accuracy on samples in common and tar-
get private classes separately in open-set and open-partial
settings on DomainNet-345 in Table ??. We observe that
the UniDA method UniOT achieves the highest common
class accuracy in 5 out of 8 cases, but at the expense of pri-
vate class accuracy. Comparing methods with similar com-
mon class accuracy, the proposed method improves private
class accuracy in most cases. We include comparisons with
SSDA methods in the Appendix.

The proposed method is effective in scenarios where not
all target classes are labeled. We study these scenar-
ios on DomainNet-345 in Table 5. In ‘Unlabeled Private’,
‘Unlabeled Common’ and ‘Unlabeled Mixed’, we set 45
target private classes (class 301-345), 50 common classes
(class 101-150) and a mixture of 95 classes (class 301-
345, 101-150) as entirely unlabeled, respectively. Follow-
ing UniDA practice, we treat unlabeled private classes as a
single ‘unknown’ class. For all non-UniDA methods, we
adopt the one-vs-all classifier from OVANet [32] to detect

Method Open-set Open-partial Open-set Open-partial
(Common /Pvt) (Common/Pvt) (Common/Pvt) (Common/Pvt)
DomainNet-345 (CLIP) VisDA (CLIP)
S+T 81.5/60.0 81.9/61.4 92.7165.0 92.7/67.2
DANCE 81.1/57.8 81.2/59.0 91.0/58.4 9277622
(UniOT 8307467 823/487 ¢ 949/645  935/661
Proposed 81.2/64.0 82.3/66.0 94.1/72.4 93.9/65.8

Table 4. Average target accuracy on common and target private
(Ptv) classes.

Method Open-partial ~ Unl. Private  Unl. Common  Unl. Mixed

S+T 71106 65507 70.5 £0.6 64.1+0.8
DRw 69.2+0.7  65.0+0.8 62.1 0.5 59.0 £0.9
CDAC 69.3+0.6  64.6+0.6 67.3 0.5 63.0 £0.6
AdaMatch ~ 68.6+0.6  65.1+0.7 68.1 £0.6 64.1 0.7
ProML 71106 66.1+0.7 70.5 0.5 64.9 £0.8
DANCE 69.6+05  66.0=0.8 71.5 0.7 64.6 £0.8
UniOT 64705  58.8+04 64.9 £0.6 58.9 £0.5
OVANet 712406  66.1+0.7 70.5 0.5 64.9 £0.8
“Proposed  737%0.6  67.1+0.6 72505  66.4=0.6

Table 5. Comparison with long-tailed SSL, SSDA and UniDA
methods:  Accuracy averaged across 12 domain pairs for
DomainNet-345 with CLIP encoder. In Unlabeled (Unl.) Private
/ Common / Mixed scenarios, several target private / common /
mixture of private and common classes are entirely unlabeled.

‘unknown’ samples. Pre-training method PAC is excluded
since the encoder is frozen. We include recent methods for
long-tailed learning (DRw [28]), SSDA (ProML [12]) and
UniDA (OVANet [32]). Our method attains the best perfor-
mance in these challenging scenarios.

Each pseudo-label refinement step is effective in improv-
ing pseudo-label quality. We perform the ablation study
on DomainNet-126 C' — P across all UniSSDA settings.
Note that the group reweighted refinement step does not af-
fect adaptation in closed-set settings since all classes belong
to the common class group. From Table 6, overall, each re-
finement step helps to improve target accuracy.

The refined pseudo-labels can be readily incorporated
into existing SSDA methods to expand their adaptation
capabilities to non-closed-set settings. In existing SSDA
methods, we add a supervised classification head on top
of the feature extractor to estimate prior distributions for
pseduo-label refinement. We replace the original pseudo-
labels used with our refined pseudo-labels while retaining
all other components of the algorithms. From Table 7, we
see up to 3.4%, 3.9% and 7.8% improvement in open-set,
partial-set and open-partial setting, respectively.

The proposed method is effective with varying amounts
of target annotation. We vary k € {1,3,5,7} for k-shot
target annotation in Figure 6a. We focus on the most chal-
lenging open-partial setting. On DomainNet-126 C' — P,
the proposed method outperforms SSDA methods by more
than 4% on all values of k.

The proposed method is effective under varying de-
grees of ‘partialness’ and ‘openness’. We experiment
with different number of source or target private classes on
DomainNet-126 C' — P to vary the degree of ‘partialness’
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Group reweighted Classifier aggregated ~ Covariate Shift Covariate + Label Shift Overall
Closed-set Closed-set Open-set Partial-set Open-partial
X X 66.1 61.6 50.4 78.7 51.5 61.7
v X 66.1 61.6 56.8 78.7 59.2 64.5
v v 66.9 63.7 574 78.5 60.8 65.5

Table 6. Ablation study on effectivess of pseudo-label refinement steps, evaluated on DomainNet-126 C — P.

e ——— — S+T
.. 60 > 70 N —— CDAC
[®) = N
® 5 [ S i © N\ —— PAC
I+ — g 60 ] —— AdaMatch
< 40 < ~ Proposed
50
1 3 5 7 0 10 20 30 40 0 10 20 30 40
k # Src Pvt classes # Trg Pvt classes

(a) Vary annotation

(b) Vary ‘partialness’

(c) Vary ‘openness’

Figure 6. Further experiments on DomainNet-126 C' — P in open-partial setting. (a) plots target accuracy with different k£ for k-shot
target annotation. (b) and (c) plot target accuracy under varying degrees of ‘partialness’ and ‘openness’, respectively.

Method Open-set Partial-set ~ Open-partial
CDAC 50.0 74.8 472
+PGPR 499 (1 0.1) 749 (10.1) 550(17.8)
“PAC 468 152 469
+PGPR 492 (124) 77.7(125) 535(16.6)
" AdaMatch 502 739 51.9
+PGPR  53.6 (13.4) 77.8(139) 585(16.6)

Table 7. Proposed prior-guided pseudo-label refinement can be
incorporated into existing SSDA methods to expand their capa-
bilities to non-closed-set settings. Values in green/red denote in-
crease/decrease over performance of the original method, evalu-
ated on DomainNet-126 C' — P.

or ‘openness’ in the open-partial setting. In Figure 6b, we
start with 40 common classes (class 1-40), 46 target private
classes (class 81-126) and no source private class, and in-
crease the number of source private classes from 0 to 40
by increments of 10 (class 41-80). The proposed method
outperforms SSDA methods by more than 6%. We observe
that target accuracy tends to slightly increase when source
private classes are initially added till 30 classes and then
decrease. Source private class samples may help feature
learning, but since these classes are irrelevant to the tar-
get domain, an abundance of these samples may distract the
model from learning target-relevant features.

In Figure 6¢, we start with 40 common classes (class 1-
40), 40 source private classes (class 41-80) and no target pri-
vate class, and increase the number of target private classes
from O to 40 by increments of 10 (class 81-120). Target ac-
curacy expectedly decreases as the number of target classes
increases. The advantage of the proposed method is more
evident under higher degree of ‘openness’. The proposed
method outperforms all other methods by 2.1% at no target
private classes, and 6% at 40 target private classes.

The proposed method can be applied effectively on dif-
ferent model backbones. We additionally compare against
SSDA methods on other backbone architectures including

60 S+T
> mmm CDAC
© 40 B PAC
il |||| Ill = o
< 20 I B Proposed
0

AlexNet ResNet-18 Swin-T

Figure 7. Further comparison with existing SSDA methods using
different model backbones, evaluated on DomainNet-126 C' — P
in open-partial setting.

AlexNet, ResNet-18 and Swin-T (Tiny version of Swin
Transformer [23]). From Figure 7, in open-partial setting
on DomainNet-126 C' — P, the proposed method outper-
forms the second-best method by 3.9%, 7.5% and 3.2% on
AlexNet, ResNet-18 and Swin-T, respectively.

7. Conclusion

This work introduces Universal SSDA, a generalized semi-
supervised domain adaptation problem covering diverse
and practical types of covariate and label shifts. We find
that existing SSDA and UniDA methods are susceptible to
common-class bias and do not consistently perform well in
UniSSDA settings. We propose a new prior-guided pseudo-
label refinement strategy to address the reinforcement of
common-class bias during label propagation. The proposed
strategy is simple to implement and effective, as demon-
strated through evaluations on multiple datasets and models.
We propose the approach as a baseline for further research
and application in this area.
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