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Abstract

Stable Diffusion has established itself as a founda-
tion model in generative AI artistic applications, receiv-
ing widespread research and application. Some recent fine-
tuning methods have made it feasible for individuals to im-
plant personalized concepts onto the basic Stable Diffusion
model with minimal computational costs on small datasets.
However, these innovations have also given rise to issues
like facial privacy forgery and artistic copyright infringe-
ment. In recent studies, researchers have explored the ad-
dition of imperceptible adversarial perturbations to images
to prevent potential unauthorized exploitation and infringe-
ments when personal data is used for fine-tuning Stable Dif-
fusion. Although these studies have demonstrated the abil-
ity to protect images, it is essential to consider that these
methods may not be entirely applicable in real-world sce-
narios. In this paper, we systematically evaluate the use
of perturbations to protect images within a practical threat
model. The results suggest that these approaches may not
be sufficient to safeguard image privacy and copyright ef-
fectively. Furthermore, we introduce a purification method
capable of removing protected perturbations while preserv-
ing the original image structure to the greatest extent possi-
ble. Experiments reveal that Stable Diffusion can effectively
learn from purified images over all protective methods1.

1. Introduction

In recent years, Diffusion Models have achieved outstand-
ing success in different domains [11, 20, 30, 41]. In partic-
ular, Stable Diffusion, a multi-modal generative model built
upon the framework of the Latent Diffusion Model [25], has

1 The code is available at https://github.com/ZhengyueZhao/
GrIDPure
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Figure 1. Overview of protective perturbation and failed protection
facing exploitation of Stable Diffusion models.

garnered remarkable achievements in AI-powered artistic
applications. Considering the high requirements for training
datasets and computational resources when starting from
scratch, most of today’s Stable Diffusion models are typi-
cally fine-tuned on top of a larger base model. Recently,
fine-tuning methods such as Textual Inversion [8], Dream-
Booth [26], and Custom Diffusion [16] enable individual
users to inject personalized concepts into the base model
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with minimal data and computational resources. These con-
cepts can include specific individuals, objects, and unique
styles. However, as Stable Diffusion gains widespread us-
age, concerns have emerged regarding image privacy and
copyright issues. Fine-tuning on specific face datasets, for
instance, allows Stable Diffusion to generate highly con-
vincing images of individuals, leading to significant privacy
breaches and authenticity concerns. Similarly, fine-tuning
on the works of specific artists enables Stable Diffusion to
easily replicate the artistic styles of these artists, potentially
resulting in copyright infringement issues. These image
privacy and copyright concerns raised by Stable Diffusion
have attracted attention from society [2, 4, 35].

A series of research endeavors have been directed toward
addressing image privacy and copyright issues introduced
by Stable Diffusion [7, 9, 15, 27]. One notably promi-
nent approach involves the addition of imperceptible pro-
tective adversarial perturbations to images, preventing Sta-
ble Diffusion from learning the features of protected im-
ages [19, 28, 31, 37, 39, 44]. These efforts have show-
cased impressive results in safeguarding image data from
being exploited by Stable Diffusion. After fine-tuning on
images with adversarial perturbations, images generated by
Stable Diffusion tend to exhibit lower quality and semantic
deviations compared to results obtained from fine-tuning on
clean images. While these methods can ideally prevent Sta-
ble Diffusion from learning protected images, it’s crucial to
consider their effectiveness in more realistic scenarios. If
these methods fail to adapt to various real-world usage con-
texts, they might give users a false sense of security [24].
Therefore, we need to subject this series of methods to a
more realistic and systematic evaluation.

In this paper, we systematically examine the real-world
application of safeguarding images from Stable Diffusion
mining through adversarial perturbations, considering two
main applications: protecting Stable Diffusion from learn-
ing the FaceID of a person and learning the style of an
artist from artworks. Our examination includes various
fine-tuning approaches for Stable Diffusion, diverse train-
ing data scenarios, and potential image transformations on
the Internet. Our experiments indicate that it is difficult
for the protective perturbation to safeguard personal images
from being learned by Stable Diffusion under some com-
plex practical conditions. We then explore defense mecha-
nisms against these protective perturbations. We introduce
Grid Iterative Diffusion-based Purification (GrIDPure),
an extension of DiffPure, enabling effective purification of
high-resolution images while preserving most of the struc-
ture of original images. Our results indicate that the method
of protecting images through adversarial perturbations may
not provide highly effective protection for personal images
such as faces and image copyrights, which inspires us to
seek more effective methods to prevent image copyright

issues caused by generative AI. Our contributions can be
summarized as follows:
• We propose a practical threat model and meanwhile an

applicable framework to comprehensively assess the ef-
fectiveness of privacy protection methods in the complex
real-world environment and systematically evaluate the
performance of multiple protective perturbation methods
under the practical condition.

• We analyze both the vulnerability of stable diffusion and
the robustness of protective perturbations. We consider
both natural perturbations that may decrease the protec-
tive effectiveness and the state-of-the-art adversarial pu-
rification model that can break the protection.

• We propose GrIDPure, a simple yet effective purification
method to remove adversarial perturbation from protected
images and maintain the structure of the image. Results
show that our method can effectively help Stable Diffu-
sion learn the protected images.

2. Background & Related Works
Stable Diffusion. Stable Diffusion is based on the La-
tent Diffusion Model [25], which transfers diffusion mod-
els from pixel space to latent space with an image encoder
and decoder. By introducing cross-attention layers into the
UNet architecture, Stable Diffusion is able to generate high-
resolution images with general conditional inputs.

Fine-tuning Stable Diffusion. Considering the substan-
tial computational requirements for training Stable Diffu-
sion from scratch, many methods aim to inject specific
concepts into Stable Diffusion through fine-tuning on base
models. The fine-tuning methods currently in use include
Textual Inversion [8], DreamBooth [26], Custom Diffu-
sion [16], and LoRA [12]. Textual Inversion focuses solely
on training a Text Embedding during the fine-tuning process
to inject concepts into the text encoder without altering the
weights of the UNet component. DreamBooth fine-tunes
the entire UNet portion of the Stable Diffusion model. Un-
like regular Text-to-Image fine-tuning, DreamBooth incor-
porates a prior loss during fine-tuning to prevent overfitting.
Custom Diffusion identifies the cross-attention component
in Stable Diffusion as the most crucial for the entire model,
and it only modifies the weights of the cross-attention layer
during fine-tuning. LoRA, on the other hand, trains weight
increments in the attention layer of the UNet, enabling a
quick and lightweight fine-tuning of Stable Diffusion.

Protective Perturbation against Stable Diffusion. To
protect personal images such as faces and artwork from po-
tential infringement when used for fine-tuning Stable Dif-
fusion, recent research aims to disrupt the fine-tuning pro-
cess by adding imperceptible protective noise to these im-
ages. Several methods have been developed to achieve this
goal: Glaze [28] focuses on preventing artists’ work from
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being used for specific style mimicry in Stable Diffusion. It
optimizes the distance between the original image and the
target image at the feature level, causing Stable Diffusion
to learn the wrong artistic style. AdvDM [19] proposes a
direct adversarial attack on Stable Diffusion by maximiz-
ing the Mean Squared Error loss during the optimization
process. This approach uses adversarial noise to protect
personal images. Anti-DreamBooth [31] incorporates the
DreamBooth fine-tuning process of Stable Diffusion into its
consideration. It designs a bi-level min-max optimization
process to generate protective perturbations. Additionally,
other research efforts [37, 39, 43, 44] have explored gener-
ating protective noise for images using similar adversarial
perturbation methods.

3. Threat Model
Considering that image infringement based on Stable Dif-
fusion has practical implications, it is essential to define
the threat model in real-world scenarios. We consider two
participants involved in fine-tuning Stable Diffusion using
images: the “image protector” and the “image exploiter”.
Specifically, we explain the workflow of the two parties as
follows:
Image Protector: The Image Protector aims to provide
protection for images to prevent exploitation by Stable Dif-
fusion. In this context, the chosen protection method in-
volves adding imperceptible protective perturbations to the
images, with the goal of offering protection while mini-
mizing alterations to the original image. In real-world sce-
narios, the Image Protector often faces challenges, such as
not knowing the methods and forms the Image Exploiter
will use to fine-tune Stable Diffusion with the protected im-
ages. Additionally, they cannot protect images that have
been publicly disclosed in the past.
Image Exploiter: The Image Exploiter aims to fine-tune
Stable Diffusion using images collected from the internet
to generate high-quality images with specific concepts, in-
cluding faces, objects, and artistic styles. To realistically
assess the effectiveness of protective perturbations, we con-
sider that the Image Exploiter may have the following pos-
sibilities during image collection and fine-tuning: (1) The
Image Exploiter can choose any fine-tuning method, includ-
ing but not limited to direct fine-tuning, LoRA, Textual In-
version, DreamBooth, and Custom Diffusion, among other
mainstream fine-tuning methods. This requires the Image
Protector to ensure that the protected images remain ef-
fective against any fine-tuning method. (2) During image
collection, the Image Exploiter may gather both protected
and unprotected images of the same concept (e.g., faces or
styles). This necessitates the Image Protector to consider
the effectiveness of protecting images with varying propor-
tions among their publicly available images. (3) The pro-
tected images may undergo natural transformations during
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Figure 2. Visualization of protective effectiveness of Anti-
DreamBooth toward different fine-tuning methods on the CelebA-
HQ dataset with prompt ”a photo of a sks person”.
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Figure 3. Visualization of protective effectiveness of AdvDM to-
ward different fine-tuning methods on the WikiArt dataset with
prompt ”a painting in the style of Monet”.

the dissemination process, including but not limited to crop-
ping, compression, and blurring. This requires the Image
Protector to consider the robustness of protective perturba-
tions when exposed to these natural disturbances. (4) Image
pre-processing: The Image Exploiter may employ purifica-
tion methods to remove the protective perturbations from
the collected images after acquisition.

We conduct a series of systematic evaluations of image
protection methods using the more realistic threat model
outlined above. This threat model can also serve as a funda-
mental framework for future researchers and users to assess
methods for safeguarding image privacy.
4. Evaluate the Protective Perturbation
The evaluation focuses on two crucial applications: face
protection and artwork style protection using high-quality
datasets, CelebA-HQ [21], and WikiArt [36], respectively.
We choose AdvDM [19] and DreamBooth [31] as the
main protective perturbation methods in all the experiments
which have better protective performance empirically. We
also evaluate other perturbation methods such as Improved-
AdvDM [44] for face protection and Glaze [28] for style
protection in some experiments. We use two widely used
image quality metrics, FID [10] and CLIP-Score [33], to
quantitatively demonstrate the generative quality, where
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FT Text-to-Image (w\te) LoRA (w\te) DreamBooth (w\te) Textual Inversion
Metric FID↓ CLIP↑ prec. FID↓ CLIP↑ prec. FID↓ CLIP↑ prec. FID↓ CLIP↑ prec.
Clean 101.5 0.7307 0.80 119.8 0.7378 0.64 95.90 0.7600 0.94 136.1 0.7881 0.3600

AdvDM 240.4 0.4419 0.0 424.7 0.2316 0.0 380.2 0.3500 0.0 411.2 0.6539 0.0
AntiDB 382.1 0.3281 0.0 439.1 0.2804 0.0 408.4 0.3750 0.0 500.6 0.5432 0.0
IAdvDM 134.7 0.7016 0.86 100.5 0.7028 0.82 174.0 0.5020 0.10 294.4 0.7226 0.02

FT Text-to-Image (w\o te) LoRA (w\o te) DreamBooth (w\o te) Custom Diffusion
Metric FID↓ CLIP↑ prec. FID↓ CLIP↑ prec. FID↓ CLIP↑ prec. FID↓ CLIP↑ prec.
Clean 155.3 0.8284 0.42 157.2 0.8482 0.28 148.5 0.8352 0.54 139.8 0.8439 0.42

AdvDM 144.6 0.7400 0.56 226.5 0.4868 0.08 173.2 0.6446 0.26 259.5 0.7471 0.0
AntiDB 158.3 0.5400 0.32 237.4 0.3726 0.10 215.3 0.3955 0.14 251.8 0.6641 0.0
IAdvDM 146.3 0.8484 0.46 134.1 0.7934 0.30 139.4 0.8708 0.58 156.6 0.8583 0.36

Table 1. Results of different protective perturbations toward different fine-tuning methods on the CelebA-HQ dataset. The first row reports
results with training text encoder and the second row reports results without training text encoder.

Fine-Tuning method Trainable Layers
VAE Full-UNet CA TE

Text-to-Image
w\te ×

√ √ √

w\o te ×
√ √

×

LoRA
w\te × ×

√ √

w\o te × ×
√

×

DreamBooth
w\te ×

√ √ √

w\o te ×
√ √

×
Textual Inversion × × ×

√

Custom Diffusion × ×
√

×

Table 2. Comparison of different fine-tuning methods. CA rep-
resents cross-attention in the UNet and TE (te) represents text en-
coder. The text encoder can be chosen to be trained (w\te) or fixed
(w\o te) in methods Text-to-Image, LoRA and DreamBooth.

lower FID and higher CLIP-Score represent better gener-
ative quality. Besides, we also provide the precision metric
for generative models [17] as a reference.

4.1. Effectiveness Assessment in Fine-tuning

Different Fine-Tuning Methods. To assess the effective-
ness of these protective perturbations across various fine-
tuning scenarios, we employ different fine-tuning methods
for datasets with protection. As shown in Table 2, these
methods include direct Text-to-Image fine-tuning, LoRA,
Textual Inversion, DreamBooth, and Custom Diffusion. For
Text-to-Image, LoRA, and DreamBooth methods, they pro-
vide the option to train or not train the text encoder. In the
case of Custom Diffusion, modifications are applied exclu-
sively to the parameters in the key and value matrices of the
cross-attention layers. The trainable layers within the Sta-
ble Diffusion models for each of these fine-tuning methods
are outlined in the table. Our approach involves identify-
ing suitable settings for each fine-tuning method using clean
datasets initially. We then apply these settings to fine-tune
Stable Diffusion models using protected datasets. This al-
lows us to assess the impact of the protective perturbations
across a range of fine-tuning approaches and quantitative

0.02

0.025

0.03

0.035

0.04

0.045

Figure 4. Average changes of parameters (∆θ) of different layers
in the Stable Diffusion fine-tuned with clean and protected images.

results are shown in Table 1.

Text Encoder Makes Stable Diffusion More Vulnerable.
To further exploit which layers of Stable Diffusion have
more impact on the fine-tuning process, we design a similar
experiment to what Custom Diffusion [16] does. Specifi-
cally, we calculate the relative difference between parame-
ters of Stable Diffusion models fine-tuning with clean and
perturbated images under the same initialization and train-
ing settings and the results are shown in Figure 4.

∆θ̄ =
1

N

∑
n

∥θadv − θclean∥
∥θclean∥

(1)

This result indicates that the training of text encoder does
make a great impact on image protection. It can be seen
from results in Figure 2 and 3 that, Textual Inversion, which
fine-tunes the textual encoder only, shows the worst robust-
ness toward protective perturbations and results in almost
illegible generated images. Other fine-tuning methods that
change parameters both in the UNet and text encoder also
report worse generation quality compared with methods that
only train the UNet. Table 1 also supports the similar results
that the text encoder is more vulnerable compared to other
parts of Stable Diffusion models.

Protection Ratio. We consider a common scenario in the
practical training process: training a single concept with
both clean and protected images. In this scenario, the image
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Figure 5. Protective effectiveness of AdvDM and Anti-
DreamBooth under different protective ratios of the CelebA-HQ
dataset.

protector hopes to protect the image as strongly as possible
even though some unprotected images have been released
to the public. As a result, it’s important to know the per-
formance of protection with different protective ratios. We
simulate different protection ratios from 0.2 to 1.0 to assess
what unprotected images influence the protection effective-
ness. Results in Figure 5 indicate that both methods are sen-
sitive to the protection ratio while AdvDM shows a worse
protection performance when the protection ratio is small
compared with Anti-DreamBooth.

4.2. Natural Transformations Bypass Protection

Natural transformations such as compression and blur are
common during the transmission of images on the internet.
In this section, we assess the robustness of protective pertur-
bations facing these natural transformations including JPEG
compression and Gaussian blur with different strengthens.
We then adapt a classic robust-ascent algorithm Expectation
over Transformation (EoT) [1] to protective perturbations,
to find out whether the protection can be more robust. Un-
fortunately, from the results in Figure 6 we find that middle-
strengthening natural transformations are strong enough to
break the protection effectiveness of images. Though these
natural transformations may decrease the quality and res-
olution of original images without doubt, these methods
can still become image-preprocessing methods for image
exploiters to bypass the protection with acceptable costs.

max
∥δa∥<ρ

Eϵ,t,T ∥ϵ− ϵθ(T (E(x+ δa)), t)∥2 (2)

We apply EoT to AdvDM as shown in Eq. 2 with different
transformations including color transformation, Gaussian
blur, and so on. Results in Table 3 show that EoT doesn’t
help a lot when facing a middle-strengthening transforma-
tion, which indicates that it may be difficult to increase the
robustness of protection toward natural transformations as
pre-processing methods.
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Figure 6. Generated images of Stable Diffusion fine-tuned with
LoRA on protected and transformed CelebA-HQ and WikiArt
datasets. Natural transformation JPEG and Gaussian blur can sig-
nificantly disrupt the protection of perturbations.

Dataset
Trans. No JPEG Blur
Metric Trans. - +EoT - +EoT

CelebA
FID↓ 424.7 129.8 137.1 119.2 126.1

CLIP↑ 0.232 0.617 0.607 0.755 0.640

WikiArt
FID↓ 251.1 210.5 222.3 218.2 221.3

CLIP↑ 0.337 0.816 0.796 0.664 0.645

Table 3. Robustness of protective perturbation optimized with Ex-
pectation over Transformation (EoT).

5. Defense: GrIDPure

5.1. Purification Does Well

It has been reported that adversarial purification can suc-
cessfully remove adversarial perturbations from adversarial
examples in classification tasks [3, 13, 23, 32, 40]. Given
that image exploiters might employ such techniques to pu-
rify protected images to bypass these protections after gath-
ering them, it is crucial to assess the robustness of these
protective perturbations against state-of-the-art purification
methods.

DiffPure. DiffPure [23] is the state-of-the-art adversarial
purification method that utilizes SDEdit [22] from an off-
the-shelf unconditional diffusion model to purify adversar-
ial images. In this process, an adversarial image is initially
perturbed with Gaussian noise and subsequently denoised
during the reverse steps of the diffusion models. To assess
the robustness of the protection methods, we apply DiffPure
to all the protective perturbations with various timesteps.
The results in Table 4 reveal that, with a sufficient number
of forward steps, DiffPure can effectively recover the pro-
tected image to a learnable image.

Adaptive Attack. Some studies [14, 18, 38] have in-
dicated that adaptive attacks can significantly reduce the
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Figure 7. Quantitative results and visualization examples of gen-
erated images of DiffPure towards AdvDM and adaptive attack.

effectiveness of DiffPure in classification tasks. If such
adaptive settings can also undermine DiffPure in genera-
tive tasks, including Stable Diffusion fine-tuning, it would
demonstrate the resilience of these protective measures
against DiffPure. Consequently, we adopt the settings of
Diff-PGD [38] and full-gradient-based attacks used in im-
age classification tasks to develop an adaptive attack against
DiffPure.

max
∥δa∥<ρ

Eϵ,t∥ϵ− ϵθ(denoise(diffusion(E(x+ δa), tpure)), t)∥2

(3)
Specifically, we integrate the DiffPure process into the opti-
mization of protective perturbation. This approach involved
jointly computing the gradient of SDEdit and the loss of Ad-
vDM, as shown in Eq. 3. To ensure the computability of the
gradient, we follow Diff-PGD, which utilizes DDIM [29]
to expedite the sampling during the reverse process. Our
findings indicate that the protective perturbations generated
with the adaptive attack exhibit a significant reduction in
effectiveness when compared to the baseline perturbation.
Unfortunately, as shown in Figure 7, these adaptive per-
turbations still fail to offer sufficiently robust protection
against DiffPure. This may be attributed to the inherent
instability of adversarial perturbations designed for gener-
ative models, which aim to shift the original distribution to
another distribution, as opposed to those intended for clas-
sification models, which merely aim to alter the class label.
This highlights the inadequacy of the perturbation’s robust-
ness against DiffPure, even with adaptive enhancements.

Limitaions of DiffPure. While it’s evident that DiffPure
can effectively neutralize protective perturbations, its prac-
tical application for purging these perturbations faces chal-
lenges as visualized in Figure 10. Firstly, image exploiters
seek purified images that closely resemble the original im-
ages. In a classification scenario, slight changes in an im-
age may not significantly impact the final predicted label.
However, for image generation tasks, preserving the in-
tricate structures in images becomes paramount. This is
particularly crucial for complex artworks with detailed el-
ements, such as points and lines in an abstract painting
by Picasso. Unfortunately, DiffPure with small timesteps
falls short of completely eliminating the perturbation, while
larger timesteps alter the image’s structure, which may be
unacceptable for high-quality and intricate artworks.

Additionally, the resolution of the purified image is
closely tied to the diffusion model used for purification,
typically limited to resolutions like 256 × 256 for models
trained on ImageNet [5, 6]. This poses a significant limi-
tation when applying DiffPure to Stable Diffusion Models,
which demand high-resolution images for training or fine-
tuning, often requiring resolutions like 512× 512 and even
more.

In response to these challenges, we introduce GrIDPure,
an extension of DiffPure designed to retain the resolution
and structure of the original image while effectively remov-
ing protective perturbations. This extension aims to bridge
the gap and provide a more practical solution.

5.2. GrIDPure

Our proposed Grid Iterative Diffusion-based Purification
(GrIDPure) is a purification method designed to preserve
image resolution and intricate details. Specifically, we in-
troduce small-step iterative DiffPure to preserve the details
and apply grid-based cropping to preserve the resolution
of the image. The process involves several key steps: (1)
The high-resolution image is initially divided into multiple
grids, ensuring that each part of the image overlaps with
at least two grids. (2) Each grid is then purified using
SDEdit, employing an unconditional diffusion model with
small steps. (3) The purified grids are merged back into a
high-resolution image, with any overlapping parts being av-
eraged during the merging process. (4) The merged image
is blended with the original image, with the blending ratio
controlled by a weight parameter γ. The entire process is
iterated multiple times to produce the final purified image.

Iterative DiffPure With Small Steps. Considering that
these imperceptible protective perturbations are usually
high-frequency noise, removing this noise while preserving
the original details of the image is possible through small-
step SDEdit. Besides, iterating the small-step DiffPure mul-
tiple times can get better purification efficacy [18, 40]. This
insight us to break down a large-step DiffPure into a series
of smaller-step DiffPure iterations. We empirically verify
that iterative DiffPure with small steps can effectively re-
move protective noise (as shown in Figure 12) and better
preserve image details compared to DiffPure (as shown in
Figure 13 and Table 8).

Grid Diffusion-based Purification. Cropping the image
into several grids and then merging all the purified grids
to create the final image can lead to difficulties in grid
merging. As a solution, we apply a small-step purification
to each grid instead of using the full DiffPure process, as
shown in Figure 9. To be more specific, we divide the in-
put image into several grids, ensuring that each grid has the
same resolution as the unconditional diffusion model for
purification. To eliminate any unnatural borders between

24403



GDP

෦𝒙𝟎

…

𝒙𝑵𝒙𝟎

GDP

෦𝒙𝟏

𝛾𝛾

𝒙𝟏 = (1 − 𝛾)෦𝒙𝟎 + 𝛾𝒙𝟎 𝒙𝟐

Diffusion Denoising

𝛼𝑡𝒙𝟎
𝒂 + 1− 𝛼𝑡𝝐𝒙𝟎

𝒂 ෦𝒙𝟎

(a) DiffPure (b) GrIDPure

Figure 8. Framework of (a) DiffPure and our proposed (b) GrIDPure.

Average Merge

𝟓𝟏𝟐 × 𝟓𝟏𝟐 𝟐𝟓𝟔 × 𝟐𝟓𝟔

…

𝒙𝒊

Grid Crop 

𝟐𝟓𝟔 × 𝟐𝟓𝟔 𝟓𝟏𝟐 × 𝟓𝟏𝟐𝟐𝟓𝟔 × 𝟐𝟓𝟔

diffusion

UDM

UDM

UDM

denoising
…

𝒙𝒊

High resolution High resolutionLow resolution

small step t

Unconditional Diffusion Model (𝟐𝟓𝟔 × 𝟐𝟓𝟔) 𝒙𝟏 𝒙𝟐

𝒙𝟐𝒙𝟏

𝒙𝟏 + 𝒙𝟐
2

𝑵× 𝟐𝟓𝟔 × 𝟐𝟓𝟔

stride = 128

Figure 9. The framework of grid diffusion-based purification (GDP). Each grid is diffused and denoised with a small step t. For example,
given an image with resolution 512 × 512, we divide it into nine 256 × 256 grids with a 128-pixel overlap, ensuring that each pair of
adjacent grids shares a region of 256 × 128 pixels. The four 128 × 128-pixel corners are combined into a 256 × 256 grid to ensure they
are part of two different grids. Under these conditions, the image is ultimately divided into ten 256× 256 grids.

the grids, we make sure that each part of the image overlaps
with at least two different grids.

Average Merge. After each grid is purified with the
small-step DiffPure method, all the grids are merged into
an image with the same resolution as the original image. To
manage the overlapped sections of each pair of nearby grids,
we calculate the average of the shared parts across all over-
lapped grids. Through small-step purification, overlapped
grid cropping, and average merging, we can effectively and
seamlessly purify high-resolution images.

Implementation of Iteration. Each iteration consists of
grid diffusion-based purification and the blending operation
of the purified image with the original image. More specifi-
cally, an image xi undergoes the above processing, resulting
in x̃i. Subsequently, x̃i is blended with xi using the blend-
ing weight γ: xi+1 = (1− γ) · x̃i + γ · xi. The purpose of
blending is to regulate the purification rate and contribute to
the preservation of the original image’s structure.

5.3. Evaluation of GrIDPure

We assess our GrIDPure approach in two stages. First, we
compare the quality of images purified by DiffPure and our
GrIDPure. Then, we demonstrate that our GrIDPure effec-
tively eliminates protective perturbations added to protected
images.

Quality of Purification. The quality of purified images is
crucial in generative tasks, as it affects factors such as res-
olution and the preservation of the image’s structure. We
conduct both qualitative and quantitative comparisons be-
tween our GrIDPure and DiffPure. To do this, we utilize
datasets of artworks from both CelebA-HQ and WikiArt
datasets and evaluate the results in high-resolution (512 ×
512) applications. Quantitative assessment is performed us-
ing the Structure Similarity Index Measure (SSIM) [34] and
Peak Signal-to-Noise Ratio (PSNR) to measure the similar-
ity between the purified image and the original clean image.
Higher SSIM and PSNR values indicate better purification
quality. The results Figure 10 and Table 5 demonstrate that
GrIDPure effectively preserves the resolution and most of
the detailed structure of the original clean image.
Effectiveness of Purification. We assess the efficacy of
GrIDPure against multiple protective methods, including
Glaze, AdvDM and Anti-DreamBooth. Our evaluation in-
volves examining the images generated by Stable Diffusion
models fine-tuned on purified datasets for both face genera-
tion and artwork style mimicry applications. The results in
Table 4 indicate that images purified through GrIDPure can
be successfully learned by Stable Diffusion, and the fine-
tuned model can generate high-quality images. This sug-
gests that GrIDPure offers a more versatile and adaptable
approach for generative tasks to bypass these protective per-
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DiffPure
(t=50)

ProtectedClean
DiffPure
(t=100)

GrIDPure
(ours)

Figure 10. Comparison of clean images, perturbated images and
purified images. Our GrIDPure preserves most of the details of the
original images (zoom in for better visualization).

Dataset Pert. Metric
DiffPure DiffPure

GrIDPure
(t=50) (t=100)

CelebA
AdvDM

FID↓ 192.9 117.7 121.4
CLIP↑ 0.6834 0.7400 0.8526

AntiDB
FID↓ 145.3 133.9 125.5

CLIP↑ 0.7225 0.7040 0.7773

WikiArt

AdvDM
FID↓ 203.5 214.2 203.4

CLIP↑ 0.7449 0.7843 0.8758

AntiDB
FID↓ 196.4 200.4 197.3

CLIP↑ 0.7824 0.7401 0.7818

Glaze
FID↓ 200.6 202.9 195.3

CLIP↑ 0.7410 0.7320 0.7981

Table 4. Generative quality of Stable Diffusion fine-tuned with
purified datasets. See Appendix C for more resuls.

Pert. Metric
DiffPure DiffPure

GrIDPure
(t=50) (t=100)

AdvDM
PSNR↑ 23.20 22.24 30.60
SSIM↑ 0.6978 0.6378 0.9199

AntiDB
PSNR↑ 23.16 22.19 30.63
SSIM↑ 0.6858 0.6342 0.9156

Table 5. Quantitative results of the average purification quality of
DiffPure and GrIDPure. Images purified via GrIDPure are more
similar to the original images.

turbations, rendering the protection ineffective.
Limitations. GrIDPure exhibits a higher time complex-
ity compared to other purification methods due to the grid
cropping operation. Our experiments reveal that it takes
approximately 2 minutes to purify a 512 × 512 image on

a single V100 GPU using our default settings. However,
this time investment is not a significant concern, especially
given that the datasets for fine-tuning Stable Diffusion are
typically small in size. In contrast, protective methods, such
as Glaze, can be even more time-consuming, taking about
10 minutes per image. It’s worth noting that the workflow
of GrIDPure is amenable to parallel acceleration. Addition-
ally, GrIDPure perseveres original image quality better than
DiffPure, purification methods are more suited for photos
and modern-style artworks than oil paintings though. This
is because purification methods may inadvertently remove
some oil texture, which is typically intertwined with protec-
tive perturbations in oil paintings.

6. Conclusion

In this paper, we provide a systematic and realistic discus-
sion of the method using adversarial perturbations to protect
image data from unauthorized exploitation by Stable Diffu-
sion. Our experimental results suggest that, in practical ap-
plications, this protection method is fragile and unreliable,
primarily due to the following reasons:

• Firstly, the effectiveness of perturbation-based protection
varies significantly depending on different fine-tuning
methods. These perturbations rely on attacks against the
text encoder and yield smaller benefits for methods that
do not require fine-tuning of the text encoder. This makes
protections unstable considering that image protectors
cannot determine the fine-tuning methods employed by
image exploiters.

• Secondly, this protection method is sensitive to the pro-
portion of images being protected. In real-world appli-
cations, image protectors cannot protect images that have
already been publicly shared. This means that image min-
ers may collect both protected and unprotected images
while gathering data. Perturbing images in this manner is
insufficient to provide effective protection when the pro-
portion of protected images is small.

• Thirdly, this protection method lacks robustness. Natu-
ral transformations such as Gaussian blur and JPEG can
significantly reduce the protection effectiveness. These
transformations are common during internet transmission
and image pre-processing. Some methods designed to en-
hance robustness, like Expectation over Transformation
(EoT), also struggle to provide security for such image
generation tasks.

Finally, we propose an effective method to remove
these adversarial perturbations, GrIDPure, an extension
of DiffPure. It effectively removes adversarial pertur-
bations while better preserving the original features of
the image, allowing Stable Diffusion to learn seman-
tics closer to clean images when trained on purified im-
ages.
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