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Abstract

For privacy and security concerns, the need to erase un-
wanted information from pre-trained vision models is
becoming evident nowadays. In real-world scenar-
ios, erasure requests originate at any time from both
users and model owners. These requests usually form
a sequence. Therefore, under such a setting, selective
information is expected to be continuously removed from
a pre-trained model while maintaining the rest. We define
this problem as continual forgetting and identify two
key challenges. (i) For unwanted knowledge, efficient
and effective deleting is crucial. (i) For remaining
knowledge, the impact brought by the forgetting proce-
dure should be minimal. To address them, we propose
Group Sparse LoRA (GS-LoRA). Specifically, towards
(i), we use LoRA modules to fine-tune the FFN layers in
Transformer blocks for each forgetting task independently,
and towards (ii), a simple group sparse regularization is
adopted, enabling automatic selection of specific LoRA
groups and zeroing out the others. GS-LoRA is effective,
parameter-efficient, data-efficient, and easy to implement.
We conduct extensive experiments on face recognition,
object detection and image classification and demonstrate
that GS-LoRA manages to forget specific classes with
minimal impact on other classes. Codes will be released on
https://github.com/bjzhb666/GS—LoRA.

1. Introduction

As pre-trained models become larger nowadays, more train-
ing data are required. These data are usually collected
through various ways such as the Internet, books, publicly
available datasets, and manual labeling. Within the vast
amount of data, there is often erroneous or privacy-sensitive
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Figure 1. Illustration of continual forgetting, which aims to re-
move specific knowledge in pre-trained models sequentially. “FR”
stands for Forgetting Request. The red data (privacy data, toxic
data, efc.) contains unwanted knowledge which needs to be re-
moved, while the rest should be maintained. The model inherits
parameters from the last forgetting task at the beginning of a new
forgetting task.

information and pre-trained models may learn from it. For
instance, the ImageNet Roulette project [14, 51] shows
models tend to be biased toward racist, misogynistic, and
cruel efc. Furthermore, with increased public awareness
of privacy protection and updated privacy regulations [21,
57], individuals are now demanding the removal of any
privacy-related information immediately. Therefore, prac-
tical model erasing techniques are required upon receiving
a deletion request. In real-world scenarios, these requests
usually originate at any time from both users and model
owners and naturally form a sequence. Under such a set-
ting, selective information is expected to be continuously
removed from a pre-trained model while maintaining the
rest. We identify this novel problem as continual forget-
ting and illustrate it in Fig. 1, where privacy and wrong
knowledge need to be removed from the pre-trained model
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sequentially. This task holds significance in upholding pri-
vacy and reducing unwanted model bias, such as gender and
racial discrimination, in real-world applications.

A related research topic is machine unlearning, which
refers to the process of removing or erasing knowledge or
patterns that a machine learning model has learned during
training. Prior attempts mostly focused on typical machine
learning algorithms [5, 13, 29, 45], e.g., linear/logistic re-
gression [29, 45], and thus have a limited scope of appli-
cation. Recent studies that explored unlearning techniques
for deep learning models are either computationally heavy
and only effective on small-scale problems [20, 22, 61], or
require specific designs in the pre-training process [5, 73],
which are impractical. These approaches lack the ability
to proceed with numerous everyday requests and thus are
not capable of continual forgetting. We identify two key
challenges in the design of continual forgetting algorithms.
(i) Efficient and effective deleting for unwanted knowledge
is crucial. Especially for continual forgetting scenarios,
lightweight and fast modifications are more important to
achieve deleting information promptly. (ii) Should have
minimal impact on remaining knowledge, i.e., catastrophic
forgetting should be mitigated.

To this end, we propose Group Sparse LoRA (GS-
LoRA). Specifically, to achieve efficient forgetting on un-
wanted knowledge, we utilize LoRA [27] to fine-tune the
FFN modules in Transformer blocks inspired by parameter-
efficient fine-tuning (PEFT) techniques [26, 27, 38] and
Geva et al. [18]. To mitigate catastrophic forgetting on re-
maining knowledge [33], we use a group sparse regular-
izer to achieve a sparse and accurate modification of FFN
modules, as fine-tuning fewer parameters is observed to be
effective [46, 47, 70, 77] towards alleviating catastrophic
forgetting. This is akin to conducting minimally invasive
surgery on a model instead of a major surgery. GS-LoRA
is effective, parameter-efficient, data-efficient, easy to im-
plement, and applicable to large models. To verify the ef-
fectiveness of our proposed GS-LoRA, we initially conduct
experiments on face recognition because it is a fundamen-
tal privacy-sensitive task, and then evaluate it on a more
general task, i.e., object detection. Empirically, GS-LoRA
performs well in both settings, indicating that our method is
a general framework with minimal domain knowledge and
few inductive biases across various vision tasks.

Our contributions are summarized as follows:

* We are the first to propose the continual forgetting prob-
lem, which is essential in practical scenarios for fast
model editing and privacy protection.

* To address this problem, we first identify two challenges
and propose GS-LoRA to achieve efficient and effective
forgetting while maintaining the performance of the rest.

» Extensive experiments on both face recognition and ob-
ject detection demonstrate that GS-LoRA effectively for-

gets specific classes while maintaining high performance
on the remaining categories.

2. Related Work
2.1. Continual Learning

Continual learning aims to enable models to acquire new
knowledge without forgetting previously learned informa-
tion [33]. It is a learning paradigm that is particularly ap-
plicable in dynamic and changing scenarios. Researchers
have designed three strategies to achieve this goal, includ-
ing rehearsal-based methods [11, 28, 35, 44, 56, 58, 63, 82,
83], regularization-based methods [2, 33, 39, 60, 81], and
structure-based methods [1, 15, 43, 47, 59, 77]. These three
strategies for continual learning are frequently combined to
improve performance [44, 50, 56, 84].

Our proposed GS-LoRA falls into the category of
structure-based methods. However, our problem differs
from continual learning as we aim to continuously delete,
rather than add new knowledge to the model.

2.2. Machine Unlearning

Machine unlearning involves retraining or modifying ma-
chine learning models to diminish or eradicate the influence
of previously acquired patterns or biases, aiming to enhance
the models’ fairness and safety [5, 6, 19, 48, 62, 72]. A
lot of studies design unlearning algorithms on simple ma-
chine learning algorithms [3, 6, 13, 29, 45, 64]. As a result,
the applicability of these algorithms is constrained. Initial
work on forgetting in deep learning either slices the data
and trains a series of submodels to isolate the effect of spe-
cific data points on the model [5, 62, 73] (exact unlearning)
or calculates influence functions to approximate the impact
of a data item on the parameters of models [20, 22, 30, 61]
(approximate unlearning). However, these methods deteri-
orate when applied to larger datasets and models, and the
computational cost is exceedingly high.

Our problem focuses on the continual forgetting of a pre-
trained model. One previous work [62] studies the continual
exact unlearning by adding a class-specific synthetic signal
in the pre-training stage. It should be noted that specific
designs cannot be performed in the pre-training process,
which is not common in deep learning applications. Cha et
al. [9] mentions instance-wise forgetting and its continual
form, while our setting is at category-level.

2.3. Parameter-Efficient Fine-Tuning

Training large models by self-supervised learning and then
fine-tuning them on downstream tasks has become a new
paradigm of deep learning [7, 24, 25, 37, 49, 53, 54, 66—
68]. Parameter-efficient fine-tuning (PEFT) techniques [12,
26, 27, 31, 38, 78, 80] are proposed to optimize a limited
number of parameters, as fully fine-tuning increasing large
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models [7, 32, 53, 69] becomes less practical for various
downstream tasks.

Recent studies focus on three different types of PEFT
methods, categorized based on the origin of trainable
parameters. These methods include addition-based ap-
proaches [26, 38, 42], freezing-based techniques [36, 55],
and parameter-factorization-based methods [10, 27, 65].
All these methods are designed to improve the performance
of downstream tasks, while our method modifies pre-trained
models with the help of PEFT.

3. Problem Setting

We propose a new problem termed continual forgetting,
which involves the selective removal of specific knowledge
from a pre-trained model while preserving the performance
of the rest. In this section, we first consider the simplest
situation where there is only one task that needs to be for-
gotten, and later extend to a continual form.

Let M be a model pre-trained on the dataset D, we de-
note the mapping relationship of the model as fy; : Xp —
Vb, where Xp and Yp represent the input set and output
set, respectively. Our objective is to selectively discard cer-
tain knowledge in the model while retaining the rest. Let
Dy and D, represent datasets containing knowledge to be
forgotten and retained. Given that | D,| is typically large
in practical scenarios and the retraining process is time-
consuming, we require |D,| + |Ds| < |D|. Before for-
getting, model M performs well on both Dy and D,, i.e.,

far s Xp, 25 V5 xp Iy, (1)

The forgetting algorithm .% modifies the model to obtain
M' = F(M,Dy,D,) and a new mapping relationship
far satisfying

faar fM'

v 2 Xp, 7 Vb, Xp, — Vb, - (2)

Here, 7fM> means the mapping relationship no longer holds.

Now, we extend the problem to a continual form
where the model is required to sequentially forget spe-
cific knowledge. Let D, = {D,,} and Dy = {Dy,}
fort = 1,2,---,T represent two sequences of datasets,
where T' is the number of forgetting tasks, Dy, /., =
{(@5, rs U5,y Jita } i the forgotten or retained dataset

of the t-th task, xf /e € Xpyr, is an input and

yjf /e € Yy, /v, 1s the corresponding label. The for-
getting algorithm % handles erase requests sequentially,
starting from M, and generates a sequence of models
Myp Mgy, oo My, My, where My, represents
the modified model after the ¢-th forgetting task. After pro-
cessing task 7;, model My, performs poorly on Dy, but
maintains the original performance in the remaining part,
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Figure 2. Overall pipeline of GS-LoRA. We incorporate a set of
LoRA modules in each continual forgetting task and adopt a sparse
structure selection strategy to achieve accurate and few modifica-
tions. All LoRA modules are added in the Linear layers of FFN
in the Transformer blocks and we regard the LoRA modules in a
Transformer block as one group. We use group sparse regulariza-
tion to automatically select LORA groups. The purple groups are
selected to modify and the white groups are neglected. The pre-
trained model (including Transformer blocks and other parts) is
frozen and only LoRA groups are trainable.

i.e., the corresponding mapping relationship fs, holds

f f
Im, : Xpy, s Yp,,, Xp,, Ehal Yp,,; (3)

wherei =1,2,--- ,t,t =1,2,---,T.

4. Method

Preliminary: LoRA. Hu et al. [27] argue that the weight
matrix in the pre-trained model has a very low intrinsic rank
and utilizes a low-rank decomposition to implement param-
eter updates. For a weight matrix W € R?¥F it is updated
following W = W + AW = W 4 BA, where B € R?*"
and A € R"** are low rank matrices and r < min{d, k} is
the rank of matrix B and A. Only matrices with low ranks
are trainable, while the matrix W remains frozen during
training. LoRA can be added to the linear projection matri-
ces in Multi-Head Attention modules or the Feed-Forward
Network (FFN) modules in Transformer blocks.

4.1. Overview

In this study, we propose the Group Sparse LoRA (GS-
LoRA) to achieve parameter-efficient and effective contin-
ual forgetting. Fig. 2 shows the overall pipeline of GS-
LoRA. We consider each forgetting request as a task in
the continual forgetting process. For each task 7; where
t=1,2,---,T, we use LoRA to fine-tune the FFN mod-
ules in Transformer blocks. To mitigate catastrophic forget-
ting of the remaining knowledge, smaller network changes
are preferred [46, 47, 70, 77]. Therefore, we use group
sparse regularization to select and modify fewer blocks. To
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achieve the optimization goal in Eq. (3), we use a selective
forgetting loss to maximize the original loss in the forgotten
classes and a knowledge retention loss to minimize the loss
in the remaining classes.

4.2. GS-LoRA

LoRA Based Model Tuning. Following the findings of
Geva et al. [18], FFN layers in the Transformer blocks store
a substantial amount of knowledge, necessitating modifica-
tion of the FFN modules to achieve knowledge erasure. Al-
though directly modifying these layers is theoretically feasi-
ble, it is inefficient due to the large number of parameters in
the FFN layers. To reduce the learnable parameters, we in-
corporate a set of LORA modules to the FFN in each Trans-
former block and only make these LoRA modules trainable.

Suppose x is the input of the /-th FEN module, the math-
ematical form can be expressed as:

FFNY(x) = max (0, nge) + bﬁ“) Wée) +b§f), (€h)

where Wy), Wée), b(le), b(2£) are the weights and biases of
two fully connected layers from the pre-trained model, re-
spectively. We use LoRA to only fine-tune the weights of
FFN modules:

() (£) t
¢ W W £) A (€
wi = Yol = oot +2 BVA{",
Wy, W, ]
(£) (0) )
B® _ |Bu o o _ |Ay
% fe} B2l(-e> ’ i A22(_Z) ’

where ngé) and WQEE) denote the weights of the /-th FFN
modules after task 7;, and Blgé),Algé),ngé),Aggé) for
1 = 1,2,--- ,t refer to the corresponding LoRA matrices
in task 7;. O is the zero matrix. Note that the output FFN
layers are frozen to ensure forgetting occurs in the back-
bone and is difficult to recover. A detailed discussion can
be found in Sec. 6.1.

Group Sparsity Selection. To mitigate catastrophic forget-
ting and achieve precise modifications automatically, we in-
troduce a group sparsity selection strategy that enables the
selection of fewer Transformer blocks. We utilize group
Lasso which can efficiently select parameters for certain
groups [17, 41,71, 76] and zero out others. Suppose LoORA
matrices added to the ¢-th Transformer block in task 7; are
Blgé), Alff), ngz), AQEZ). Then the optimization goal with
group sparse regularization can be expressed as follows:

Etotal = Edata + aﬁstrcuture~ (6)

Here, £ 4.+ denotes the loss on data, which will be elabo-
rated in Sec. 4.3, Lgtrycture 18 the group sparse loss, and «
serves as a hyperparameter to regulate the sparse intensity.

The group sparse loss on a set of weights can be repre-
sented as:

G
Estructure = Z ‘Cyg)a (7)
(=1

where G is the number of groups, Egls) is the group sparse
loss of the /-th group.We regard the LoRA weights in one
Transformer block as a group. Therefore, the group sparse
loss in the ¢-th group can be written as:

/ Y4
£ =BO||r + |AL | . ®)

Here, || - || is the Frobenius norm of the LoRA matrices
and ¢ denotes task 7.

Sparsity Warmup. Deep learning models tend to converge
to local minima in the landscape [52]. When a high sparsity
constraint is imposed, the model’s ability to escape local
minima is hindered, thus preventing the realization of for-
getting. However, achieving a sparse update necessitates
a relatively large a. We adopt a warm-up strategy [23] to
address this conflict. We utilize a stepwise « to achieve ef-
fective forgetting while ensuring a sparse modification. The
mathematical expression can be written as:

0, k< K, ©
. =
i g, kZK

Here, K is a hyperparameter. The model escapes the lo-
cal minima in k epochs without structure loss and then per-
forms group sparsification to obtain a sparse modification.

4.3. Loss Function

In this section, we will discuss the data loss in Eq. (6) and
introduce selective forgetting loss and knowledge retention
loss to handle our continual forgetting problem.

Selective Forgetting Loss. In each task 7; for ¢t =
1,2,.-- T, the model needs to forget the knowledge stored
in data Dy, = (Xy,,Yy,). To achieve forgetting, the opti-
mization goal is arg max £ (faro_1 (X7,), Yy,) , where W

is the parameter; £ is the original loss function; fs, , is
the mapping function obtained at the end of task ¢ — 1. An
intuitive idea is to perform a negative loss, i.e., Lforger =
=L (fa,_, (X1,), Vy,). Nevertheless, simply adding a mi-
nus sign to the original loss leads to an exploding un-
bounded loss that is challenging to optimize. Therefore, we
employ a ReLU function to introduce a lower bound follow-
ing Duet al. [16], i.e.,

Lforget = ReLU (BND — L (far,_, (X1,),Yy,)), (10)

where BND is a hyperparameter that determines the bound.
Knowledge Retention Loss. Besides forgetting selected
knowledge, it is crucial for the model to maintain perfor-
mance on the rest. Catastrophic forgetting on remaining
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Tunable 100-5 100-10 100-50 100-90
Methods Ratio |
H?T Acert Accyl HYT Acer T Accyl H?T Acert Accyl HYT Acer T Accy |

Pre-train - - 70.2 74.5 - 74.4 73.8 - 74.8 74.0 - 73.8 74.6
L2* 99.73%  67.7 67.8 2.6 67.0  65.0 4.5 634 553 0.6 53.8 422 0.2
EWC* [33] 99.73%  69.0  68.8 1.0 69.2 674 2.6 60.9 51.4 0.1 46.3 33.6 0.2
MAS* [2] 99.73%  68.5 69.2 24 68.5 66.7 34 59.9 50.0 0.1 42.8 30.0 0.1
LwF [17] 99.73% 67.0  67.0 3.1 68.2  65.1 2.1 640  56.1 0.3 50.6 384 0.2
DER [8] 99.73% 664 674 4.3 679 672 5.1 61.3 52.0 0.3 540 425 0.2
DER++ [8] 99.73%  67.1 66.9 2.9 68.6 673 39 63.0 5438 0.6 64.3 57.0 0.6
FDR [4] 99.73% 672  69.5 5.0 68.5 67.4 4.2 65.9 59.3 0.5 55.8 449 0.5
SCRUB [34] 99.73% 67.0  65.5 1.7 69.2  66.5 1.7 0.0 0.0 0.0 18.2 104 0.0
SCRUB-S [34] 99.73% 68.6  71.8 4.5 68.9 719 7.7 54.8 63.1 26.4 19.0 10.9 0.0
LIRF* [74] 50.66%  28.7 62.6 51.6 26.3 63.3 57.2 46.1 54.2 34.7 469 349 2.7
Retrain 100.00% 13.2 7.3 0.0 16.2 9.1 0.7 13.2 7.3 0.0 9.5 5.1 0.0
GS-LoRA 1.28% 69.3 70.5 1.9 71.4 71.1 2.0 71.9 69.9 0.8 72.2 70.5 0.5

Table 1. Single-step forgetting results for face recognition. Acc, and Accy are the accuracies of remaining and forgotten classes.
* denotes the original methods with a rehearsal buffer. Note that “retrain” represents retraining the model using replay data and the training
epoch is the same as other methods to ensure a fair comparison. Pre-train denotes the results before forgetting. All setting is in the form
of 100-Y, which means all experiments start from a pre-trained model (100 classes originally) and forget Y classes.

Tunable 80-1 80-5 80-40 80-70
Methods Ratio |
Ht APt APyl Ht APt AP;]l H?t APt AP;|l H?t AP. 1T APfl

Pre-train - - 44.3 57.1 - 44.8 41.3 - 44.8 44.6 - 45.0 44.6
L2* 99.61%  25.6 35.6 37.1 27.7 349 184 27.9 32.3 20.0 29.9 34.9 184
EWC* [33] 99.61% 37.6 32.6 12.5 31.7 334 11.2 33.0 31.7 10.2 33.6 29.5 5.7
MAS™ [2] 99.61% 394 32.5 6.9 27.9 30.4 154 31.1 30.4 12.8 31.6 28.6 9.3
Retrain 100.00% 46.6 39.3 0.0 40.3 39.6 0.2 40.5 39.2 2.6 37.8 39.7 8.6
GS-LoRA 0.62% 49.9 44.5 0.4 42.4 45.0 1.2 41.6 42.8 4.1 43.7 43.6 0.9

Table 2. Single-step forgetting results for object detection on the COCO dataset. AP, and APy denotes the AP of remaining classes
and forgotten classes. All setting is in the form of 80-Y, which means all experiments start from a pre-trained model and forget Y classes.

classes [33] still exists. To mitigate this issue, we employ
a small rehearsal buffer D,, = (X,,,),,) which satisfies
|Dr,| + |Dy,| < | D] to alleviate this undesirable forgetting
and maintain efficient training. The knowledge retention
loss can be written as:

Eretuinzﬁ(fMtfl (Xrt);yrt)- (1])
Combining Egs. (10) and (11), we get the data loss
Edata = ‘Cretain + 5£forget7 (12)

where (3 is a hyperparameter.

5. Experiments
5.1. Experimental Setup

Datasets and Pre-trained Models. We evaluate the ef-
fectiveness and efficiency of GS-LoRA using published
Transformer-based models in face recognition tasks and
object detection tasks. More experiments on image clas-
sification can be found in the Supplementary Material.

For the face recognition task, we constructed a subdataset
called CASIA-Facel00 which collects 100 face IDs from
the CASIA-WebFace [75] dataset. We use a Face Trans-
former [79] pre-trained on the CASIA-Face100 dataset. For
the object detection task, we use a deformable DETR [85]
pre-trained on the COCO 2017 [40] dataset.

Metrics. We need to evaluate the performance of the for-
gotten classes and the retained classes. We use the average
accuracy (Acc) for classification tasks and the mean aver-
age precision (AP) for object detection tasks. Ideally, the
forgotten classes’ performance should approach zero, and
the remaining classes’ performance should align with the
original model’s. Similar to Shibata er al. [62], we define
H-Mean to evaluate the overall performance after learning
task 7;, which is computed by:

2Acc$t) - Drop®

H-Mean'®) = —
Acey” + Drop(®)

13)

Here Acc&t) is calculated on the retained dataset after task
T; and Drop® = Acc(ftfl) — Acc?) is the performance
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100-20 80-20 60-20 40-20

Methods
H?T Acer 1 Accyl HT Acer T Accypl Accol HT Acer T Accy | Acco . HT Acer 1 Accyl Acco |
Pre-train - 74.6 74.6 - 72.9 70.9 - - 71.9 69.7 - - 72.7 71.3 -
L2* 66.7 61.9 23 632 609 5.1 94 638 60.3 22 10.1 623 56.7 22 6.8
EWC* [33] 669 61.0 04 660 629 1.5 00 662 639 1.2 00 648 59.7 0.5 0.0

MAS*[2] 66.6 60.7 0.7 654 6138 1.6 00 66.1 635 0.8 00 642 586 0.3 0.0
LwF [17] 66.2 60.9 21 646 6038 2.1 05 649 614 14 0.0 650 60.7 14 0.0
DER [8] 66.7 62.7 34 633 598 3.7 0.0 638 602 2.0 0.0 627 572 2.0 0.0
DER++ [8] 66.1 628 48 638 617 5.0 00 o644 616 2.4 00 650 618 2.7 0.0
FDR [4] 644 593 41 622 580 39 0.0 650 628 24 0.0 657 626 23 0.0
SCRUB [34] 67.8 63.1 1.3 663 644 2.6 0.0 667 645 0.8 0.0 684 669 1.5 0.0
SCRUB-S [34] 71.2  69.6 1.7 691 704 3.0 9.0 704 719 0.8 6.4 70.1 70.1 1.1 2.3
LIRF* [74] 28.6 60.1 55.8 283 585 522 434 358 56.1 43.5 335 368 598 44.7 22.1
Retrain 18.4 10.5 03 160 9.1 0.8 00 169 96 0.0 0.0 234 140 0.5 0.0
GS-LoRA  71.6 721 35 684 711 4.9 00 697 720 2o 00 702 710 1.8 0.0

Table 3. Continual forgetting results for face recognition. Acc, is the accuracy of old tasks, i.e., the accuracy on all previously forgotten
classes in task 71, 72, - - - , Tt—1. There are 4 tasks in total and 20 classes are forgotten in each task.

AP for forgotten classes AP for old classes

AP for retained classes

o 45
44 . 25
42 e i I . . 40
40 7 20
38 35
-9 [
=30 s T T s
32 10 30
B \/\_/ 10 5 ‘\/\‘\_, 25
0 20
1 2 3 4 5 6 7 1 2 3 4 5 6 7 2 3 4 5 6 7 1 2 3 4 5 6 7
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--@: Pre-train L2" —m— EWC' —— MAS" —— GS-LoRA  —#— Retrain L2 —=— EWC" —— MAS® —— GS-LoRA —#— Retrain

(a) AP for retained (1) and forgotten ({) classes. (b) AP for old ({) classes and H-Mean (7).

Figure 3. Comparative results on object detection for continual forgetting. Pre-train (blue lines) means the performance before
forgetting; methods with a * indicate the original methods with rehearsal buffer. “Retrain” (brown lines) refers to the process of retraining
the model using replay data and the training epoch is the same as other methods for a fair comparison. The red line is our method. There
are 7 tasks in total and 10 classes are forgotten in each task.

drop on forgotten classes before and after training the task.
After learning task 7;, we evaluate the performance on all
previously forgotten classes in task 71, 72, -+, Ti—1-

5.2. Results and Comparisons

We compared GS-LoRA with continual learning methods
including L2 regularization, EWC [33], MAS [2], LwF
[39], DER [8], FDR [4], machine unlearning methods in-
cluding LIRF [74], SCRUB [34] and retraining. Similar to
GS-LoRA, we freeze the final FFN layer to ensure back-
bone forgetting. For the retraining method, we use replay
data to train a randomly initialized model and the training
epoch is the same as other methods.

Tabs. 1 and 2 show the performance comparisons with
the aforementioned baselines for single-task forgetting, the

We take the classification problem as an example to define H-Mean.
Replace Acc with AP for object detection tasks.

degraded scenario in continual forgetting. The proposed
GS-LoRA performs poorly in forgotten classes while retain-
ing approximately the original performance in preserved
classes. It is effective whether forgetting a small number
of classes (e.g., 1 class), or a large number of classes (e.g.,
90% of all the classes). Fig. 3 and Tab. 3 show the results
for continual forgetting. For the object detection tasks, 10
classes are forgotten per task (7 tasks in total), while for
the classification task, 20 classes are forgotten per task (4
tasks in total). GS-LoRA works the best among the listed
methods, especially on object detection tasks. Besides, we
can observe that in such a fast modification setting, severe
underfitting occurs when using the retraining method.

5.3. Ablation Study

In this part, we conduct comprehensive ablation studies to
analyze the effectiveness and efficiency of GS-LoRA. If not
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Figure 5. Ablation study on group sparse (GS) regularization.
In this experiment, 30 classes are forgotten. Among the remaining
70 classes, only some classes can be replayed. The x-axis repre-
sents the number of classes without replay data, while the y-axis
denotes the accuracy of these classes.

specified, the default configuration for deformable DETR
includes six encoders and six decoders, and the Face Trans-
former utilizes six Transformer blocks. The rank we use in
GS-LoRA is 8, and 10 classes are forgotten in face recogni-
tion and object detection tasks.

Group Sparsity Loss. We use group sparse regulariza-
tion to achieve a sparser and more accurate modification.
In Fig. 4, we illustrate each parameter group’s {5 norm in
the deformable DETR when forgetting one class. We can
find that our GS-LoRA achieves comparable performance
with directly using LoRA to fine-tune all FFNs (forget AP:
0.40 vs. 0, remain AP: 44.49 vs. 44.51) while requiring to
modify significantly fewer parameters. Meanwhile, we can
easily locate the knowledge more precisely with the help
of the group sparsity selection strategy. The upper layers
in the decoder contain more class-specific knowledge and
need more modifications.

If the data of some remaining classes cannot be replayed,
GS-LoRA can effectively reduce catastrophic forgetting in
these classes. We conduct the following experiments on
Face Transformer. Before forgetting, the model can iden-
tify 100 people and we want the model to forget 30 peo-
ple. Fig. 5 shows the results when data of certain remaining
classes are not available for replay. It is clear that GS-LoRA
mitigates catastrophic forgetting on remaining classes.

«@ Warm-up Accy | Acert HT Zer}({)a(}tii)oup
Pre-train 73.78 74.63 - -
0.01 73.78  74.63  0.00 1.00
0.01 v 1.97 71.06 7143 0.17
0.02 73.78  74.63  0.00 1.00
0.02 v 0.70 69.99  71.50 0.50

Table 4. Ablation study of warm-up sparsity on Face Trans-
former. The zero group ratio is 1 means that all LoRA mod-
ules are not selected, i.e., the parameters of the pre-trained model
do not change. Without sparsity warmup, forgetting failed when
a = 0.01 and 0.02. Zero Group Ratio is defined as the number of
zero groups divided by the number of all groups.

Warm-up Sparsity. [llustrated by Tab. 4, we evaluate the
efficacy of our warm-up sparsity strategy on Face Trans-
former. Without the warm-up sparsity, the model becomes
trapped in the original local minima when o = 0.01 or
larger and fails to forget. Using a warm-up strategy, we can
both achieve forgetting and easily control network sparsity.
Moreover, adopting a larger « can dramatically increase the
network sparsity.

Parameter Efficiency. By adjusting the rank of LoRA, we
can easily control the learnable parameters. Here, we study
how the rank of LoRA affects the performance when 10
classes are forgotten in the deformable DETR model. The
results in Tab. 5 reveal that a larger rank tends to achieve
better performance, but it will also introduce more tunable
parameters. The performance plateaus after rank goes be-
yond 8. Remarkably, forgetting can be achieved using only
less than 1% of the parameters with a rank of 8. However,
most continual learning methods need to modify nearly all
parameters, posing inefficiency for large models.

Data Efficiency. One benefit of our efficient forgetting
paradigm is that we only utilize a small amount of data. In
practical scenarios, using too much data will dramatically
increase training costs. We compare the performance with
different data ratios in Tab. 6. Our approach demonstrates
satisfactory performance even with minimal training data,
which speeds up the forgetting process. Although perfor-
mance has a marginal improvement with increased training
data, the training time rises dramatically.

6. Discussion
6.1. Real Forgetting or Deceptive Forgetting?

When we want to forget some specific classes, the naive so-
lution is to mask their output FFN weights directly, which
we refer to as “head forgetting” for simplicity. However,
this trivial solution is deceptive forgetting and easy to be
recovered. It’s like a kid who knows the answer and de-
liberately does not say it. Real forgetting should occur at
backbone and is difficult to be recovered.
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Rank Tl‘f;‘ge APy | APt H1?
Pre-train - 43.92 44.73 -

2 0.15% 7.60 4445 3798

4 0.31% 6.76 4433 4042

8 0.62% 2.89 43.63 4228

16 1.23% 3.00 4431 4253

32 247% 3.26 4432 4240

Table 5. Ablation study of the rank of LoRA modules. Effective
forgetting can be achieved by modifying less than 1% parameters.

Data Zero Group
Ratio Speed  Accy Ace, H Ratio
Pre-train - 73.78  74.63 - -
0.5 2x 0.93 71.34  72.09 0.33
0.2 5x 1.39 7129 71.83 0.50
0.1 10x 1.97 71.06 7143 0.17

Table 6. Data efficiency comparison. Data ratio means the ratio
of data used for forgetting to data used for pre-training.

We design the following experiment to demonstrate the
significance of backbone forgetting. We load a model in
which forgetting has occurred, freeze its backbone, and
fine-tune the output FFN layer using data containing all
classes. Then, we evaluate the model’s performance on the
forgotten and retained classes. Fig. 6 shows the classifi-
cation accuracy curve with epoch when recovering. Com-
pared to head forgetting, we can find that the model after
forgetting via GS-LoRA can only be recovered to approx-
imately 17% on forgotten classes, significantly lower than
70% achieved in head forgetting. Although it is possible to
recover the accuracy of forgotten classes to a very low level
in backbone forgetting, such recovery adversely impacts the
accuracy of the remaining classes. Additionally, the recov-
ery process for GS-LoRA needs more epochs while head
forgetting can be recovered within 20 training epochs.

6.2. Scalability

We demonstrate the scalability of GS-LoRA in pre-trained
models of different sizes. We first pre-train three Face
Transformer models comprising 6 blocks, 12 blocks and 18
blocks. It should be noted that the size of our dataset is lim-
ited and slight overfitting occurs when there are 18 blocks.
Then we use GS-LoRA to forget selective classes. As de-
picted in Tab. 7, GS-LoRA exhibits remarkable scalabil-
ity, demonstrating effective performance across both large
and small models. Please refer to the Supplementary Ma-
terial for visualization of group sparsity in each setting.
Combined with small tunable parameters and high data ef-
ficiency, GS-LoRA can be a useful tool for privacy erasure
in large models in practice.

Accr when recovering Accr when recovering

74 70

60

372 250
g g

.

<70 230

20

[N
o]

o

0 10 20 30 40 50 0 10 20 30 40 50
Epoch Epoch

Head Forgetting —— Backbone Forgetting ---- Pre-train

Figure 6. Accuracy on forgotten classes and retained classes
when recovering. The blue line (Pre-train) is the result before
forgetting. The line (Head Forgetting) is the trivial masking
method. The red line (Backbone Forgetting) is the GS-LoRA.

# Zero
Groups

Accy | Acer 1

Pre-train Forget Pre-train Forget

# Blocks # Param H7?T

6 IOM 7378 197 74.63 71.06 71.43 1
12 38M 7599 290 7644 7431 73.69 4
18 57TM 7343 255 7350 7120 71.03 6

Table 7. The scalability of GS-LoRA for three Face Transformer
with different sizes. # means the number of and bf stands for be-
fore forgetting, which is the result of the pre-trained model.

7. Conclusion

This paper presents a new and practical problem called
continual forgetting and proposes an efficient and effective
method to solve it. For each continual forgetting task, we
add a series of LoRA modules and only fine-tune them to
achieve knowledge erasure. Additionally, we adopt a group
sparse selection strategy to select specific LoRA groups,
which can make the modification more accurate and sparser.
Thorough experiments demonstrate that our method can
achieve effective forgetting under various settings.

In the future, we aim to expand the applicability of our
method to diverse domains, including large language mod-
els. We believe this paper will introduce an innovative and
practical direction of continual learning to the community.
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