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Abstract

In recent years, there has been significant progress in the
development of text-to-image generative models. Evaluating
the quality of the generative models is one essential step in
the development process. Unfortunately, the evaluation pro-
cess could consume a significant amount of computational
resources, making the required periodic evaluation of model
performance (e.g., monitoring training progress) impracti-
cal. Therefore, we seek to improve the evaluation efficiency
by selecting the representative subset of the text-image
dataset. We systematically investigate the design choices,
including the selection criteria (textural features or image-
based metrics) and the selection granularity (prompt-level or
set-level). We find that the insights from prior work on subset
selection for training data do not generalize to this problem,
and we propose FlashEval, an iterative search algorithm
tailored to evaluation data selection. We demonstrate the
effectiveness of FlashEval on ranking diffusion models with
various configurations, including architectures, quantization
levels, and sampler schedules on COCO and DiffusionDB
datasets. Our searched 50-item subset could achieve compa-
rable evaluation quality to the randomly sampled 500-item
subset for COCO annotations on unseen models, achieving
a 10x evaluation speedup. We release the condensed subset
of these commonly used datasets to help facilitate diffusion
algorithm design and evaluation, and open-source FlashE-
val as a tool for condensing future datasets, accessible at
https://github.com/thu-nics/FlashEval.

1. Introduction
Diffusion models could generate high-fidelity images

based on textual descriptions (referred to as prompts) and
achieve substantial research interest [23, 27, 28, 39]. Re-
searchers have designed a range of techniques aimed at en-
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Figure 1. The Motivation and Effectiveness of FlashEval. Left:
Applications and the search method. Right: The excessive evalua-
tion cost and how FlashEval improves the evaluation speed-quality
trade-off (evaluation quality is represented by the ranking correla-
tion of a variety of diffusion models w.r.t subset size on COCO).

hancing these models from various angles. Some algorithm
design applications often necessitate a large number of itera-
tive evaluations, such as: (1) Model & Schedule Selection:
The quality of image generation exhibits varying trends over
different timesteps for different models and solvers. Conse-
quently, evaluations and comparisons are needed to strike
a balance between generation quality and computational
cost. (2) Weight Tuning: In the process of training and
fine-tuning the model, evaluating the performance of current
parameters is required for refining the training strategy. (3)
Design Choices: The iterative testing of multiple design
options, such as layer-wise pruning rates, layer-wise mixed
precision configurations, and other hyperparameter choices.

To evaluate the diffusion model, prior research [15,21,37]
points out that the denoising loss does not necessarily re-
flect the generation quality. Therefore, existing evalua-
tion schemes estimate the image quality (e.g., FID [14],
IS [30], ImageReward [39]) over text annotations of existing
text-image datasets [20, 36] or manually-designed textual
dataset [16] (we refer them as “test prompts”). However, as
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test prompts have a relatively large size (e.g., COCO [20]
47K, PicScore [16] 15K), the evaluation process has a signif-
icant computational burden.1 Iterative evaluations required
in the model design phase are thus impractical, and full set
evaluation is often only adopted in the final evaluation (e.g.,
in DALL-E [26] and Stable-Diffusion [27]). To circumvent
this challenge, the common practice is to randomly sam-
pling a smaller subset (e.g., 1K prompts in [7, 21]) for a
proxy evaluation. However, we find that such random sub-
sampling exhibits a poor accuracy-efficiency trade-off. In
Fig. 1, we use this approach to evaluate a model zoo with
various schedules. Even with 1000 samples, this approach
only achieves a rank correlation of 0.87 (value of 1 indi-
cates perfect correlation). More aggressive sub-sampling
(for more speed-up) would result in an acute drop in ranking
correlation and a large variation of results.

In this paper, we aim to improve the accuracy-efficiency
trade-off of diffusion evaluation by seeking “representa-
tive subsets” of the test prompts. Firstly, we systematically
explore the potential characteristics in representative sets.
Then, we design baseline search methods to validate these
characteristics and delve into the reasons for their failure
when dealing with small item sizes. We conclude that the
key issue leading to suboptimal search results is the inade-
quate exploration of the vast search space. Finally, inspired
by the evolutionary algorithm, we design an improved itera-
tive search algorithm on both the set and prompt levels. The
proposed FlashEval search method could effectively miti-
gate variance and improve evaluation quality under small
item sizes. Our acquired 50-item subset demonstrates a rank-
ing correlation comparable to that of a 200-item baseline-
acquired subset, and a randomly sampled 500-item subset.
We will release the condensed subsets of different sizes for
the commonly used datasets to assist researchers in selecting
the appropriate prompt quantity for evaluation. Addition-
ally, FlashEval could be used to search condensed evaluation
subsets for new datasets.

In summary, our contributions can be listed as follows:

• We identify the need to improve the accuracy-efficiency
trade-off of diffusion model evaluation and introduce
the idea of identifying a representative subset to
speed up evaluation.

• We systematically investigate the potential properties
of representative sets and propose an improved search
method to effectively acquire representative subsets
even with small item size.

• We aim not to replace but to provide an accurate proxy
of the existing evaluation scheme. We hope that Fla-
shEval could assist researchers in selecting the proper

1For example, evaluating stable diffusion V1.5 on the whole COCO
dataset requires 60 GPU hours (RTX 3090).

prompt quantity, and help accelerate and facilitate the
broader diffusion algorithm design.

2. Related Work
Metrics for Text-to-Image Generation. The currently
widely used metrics are often on one or more of the fol-
lowing aspects: image fidelity, image-text alignment, and
image aesthetic. To assess fidelity, FID [14] and IS [30] are
commonly used metrics that measure the feature distance
between generated images and real images. CLIPScore [13]
is widely used to measure image-text alignment. It calculates
the similarity of features extracted from the image and text
domains by dedicated encoders, respectively. As for aes-
thetic, Schuhmann et al. [31] train a score predictor using a
dataset dedicated to aesthetics to facilitate evaluations.

To better align metric scores with human preference, re-
cent methods perform manual scoring for generated im-
ages and train a predictor capable of evaluating models.
PickScore [16] and HPS [38] generate two or more images
for a given prompt, enabling users to choose the best one.
ImageReward [39] involves users comprehensively consider-
ing both alignment and fidelity to assign explicit scores to
each image. We apply metrics for all the aspects mentioned
above, validating that FlashEval can be efficiently utilized to
assess various aspects of models.
Diffusion Model Evaluation Datasets. To comprehensively
evaluate Text-to-Image (T2I) models, there are currently var-
ious datasets available. Among them, the COCO validation
set [20] is one of the most widely used datasets [7,11,12,23].
In addition, to enhance benchmark precision, Saharia et
al. [29] conduct the first attempt to consider multiple evalu-
ation aspects and propose DrawBench, which contains 200
prompts specifically designed for evaluating T2I tasks. Cho
et al. [8] introduce PAINTSKILLS, an evaluative dataset
crafted to assess three essential visual reasoning skills: ob-
ject recognition, object counting, and spatial relationships.
Kirstain et al. [16] create a web app to build a large, open
dataset of T2I prompts and real users’ preferences over gen-
erated images. Chen et al. [7] utilize GPT to provide scores
and more detailed evaluative descriptions.

Recently, Bakr et al. [3] categorize different metrics and
design distinct datasets for each category, aiding users in
evaluating specific metrics more effectively. Similarly, Lee
et al. [18] craft different scenarios and propose various
datasets for each scenario. For any aforementioned datasets
that are too large to evaluate efficiently, FlashEval can be
applied to enhance the efficiency of evaluating models.
Training/Test Set Selection. There is a category of methods
called "coreset selection" that accelerates the model training
process by choosing subset from the training data, which
aim to retain challenging examples in the subset [4, 22, 40].
Depending on the implementation, they can be categorized
into two types: supervised learing [10, 24, 34] and unsuper-
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vised learning [6, 32, 33]. For supervised learning methods,
it is common to assess each example during the training
process to decide whether it should be included in the subset.
Toneva et al. [34] track how often each example is forgotten
during training. They assume that those forgotten less often
have a smaller impact on the final results. Paul et al. [24]
believe examples with high training loss should be retained,
which indicate difficulty in learning. They train for only a
few epochs for filtering, aiming to reduce the cost of subset
selection. Unsupervised methods often select subsets based
on clustering results. Ozan et al. [33] argue that examples
farther from the centroid present greater learning challenges
and should be retained. Sorscher et al. [32] use the K-center
to find a diverse cover for active learning.

There are also some approaches that intend to reduce
testing cost and do unbiased evaluation with unlabeled test
dataset. Kossen et al. [17] actively select examples to be
labeled by learning a surrogate model that directly predict
losses at all data. Deng [9] obtain the transformed images
and labels from training data to train a regression model
for predicting scores of unlabeled data. Unlike them, our
method wants to find the subset that are representative of the
entire validation dataset. Recent work by [35] attempts to
obtain the subset for evaluating language models. To best
of our knowledge, we are the first to identify representative
subset to accelerate evaluation for T2I models.

3. Problem Formulation
In this section, we provide a brief overview of the prob-

lem formulation for “identifying a representative subset”
that has a good accuracy-efficiency trade-off. We choose the
application scenario of ranking a variety of models (which
is typically the case in the examples in Sec. 1), and use the
ranking correlation for measuring the evaluation quality.
More specifically, we consider a set of models Nm models:
M = {Mi|i ∈ {1, . . . , Nm}} (with diverse model architec-
tures, parameters, solvers, and/or step sizes). Given a dataset
P = {pi|i ∈ {1, ..., N}} of size N , we aim to find a repre-
sentative subset P̂ = {pi|i ∈ I} of item size N ′ with index
list I = {i1, ..., iN ′} that maximizes the evaluation quality.
For single-image evaluation metrics (e.g., CLIPScore, HPS,
ImageReward), the metric score of prompt pi for model Mj

is described by Sij . We use the averaged metric scores on the
entire textual dataset as the “ground-truth performance” of
certain model Ŝj =

∑N
i=1

1
N Sij . For multiple-images met-

rics (e.g., FID), we use the full set evaluation as ground-truth.
We adopt Kendall’s Tau (KD) [2] to measure the ranking
correlation, which is computed as follows. Let’s denote the
ground-truth metric and the approximated metric (computed
using P̂) as x1, ..., xNm

and y1, ..., yNm
. For each pair of

models Mi and Mj , we denote them as a concordant pair
if xi < xj and yi < yj , or xi > xj and yi > yj (i.e., they
have a consistent ranking). Similarly, we denote them as

a discordant pair if xi < xj and yi > yj , or xi > xj and
yi < yj . Among all pairs of models, we count the number
of concordant and discordant pairs as Nc and Nd, respec-
tively. Furthermore, we define n1 as the number of pairs
that have a tie only in the ground-truth metric (i.e., xi = xj

and yi ̸= yj), and n2 as the number of pairs that have a tie
only in the approximated metric. Here, metric equivalence is
deemed if the difference between values is smaller than a cer-
tain threshold, which is determined by the 3 times standard
deviation across the scores of 50 randomly generated images
from the same model. Given the values of Nc, Nd, n1, and
n2, KD is computed as

Nc −Nd√
(Nc +Nd + n1)(Nc +Nd + n2)

, (1)

4. Methods
In T2I tasks, we can identify subsets from both the tex-

tual feature space and image metric space. In this section,
we systematically investigate the potential properties of the
representative subsets in the two spaces. Then, we design
baseline methods to use these properties and analyze the
reasons for their failure under smaller item sizes. Finally, we
present an improved search algorithm that addresses such
issues in Sec. 4.2.

4.1. Baseline Approaches for Subset Selection

A straightforward way of identifying the representative
subset is by seeking samples that cover the entire dataset in
terms of categories (Baseline 1) or distribution (Baseline 2)
in the textual feature space following previous methods [32,
41]. However, abundant experiments in the appendix show
that relying solely on textual features is not adequate for
identifying the representative subset.

Therefore, we turn to examine the characteristics of the
direct metric scores of generated images (image-based met-
rics). We propose to directly optimize the ranking corre-
lation, and design search-based algorithms on the set and
prompt level and validate their effectiveness on relatively
medium-sized subsets. However, for smaller subset sizes
like 10-50, their identified subsets exhibit significant vari-
ance and may yield poor performance. We further analyze
the reasons for their failure.

Baseline 3: KD-based random search algorithm. To
identify a representative set, we introduce a straightforward
KD-based random search algorithm. There are two units
for searching—set-wise search and prompt-wise search. For
set-wise search, the fundamental search unit is “set”. The
process involves sampling a large number of (e.g., 1 million)
subsets randomly from the entire dataset P , and then iden-
tifying the subset P̂ that yields best KD. For prompt-wise
search, the fundamental search unit is “prompt”. We find
the top K prompts with the highest KD to identify the rep-
resentative subset with K prompts. We randomly split the
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Methods Type
N ′ = 10 N ′ = 100

Train Test Train Test

RS - 0.355 0.346 0.706 0.692

B3-set
Image

Metrics

0.827 0.603 0.925 0.800
B3-prompt 0.822 0.610 0.914 0.764

Ours 0.934 0.796 0.966 0.867

Table 1. Comparisons of the Kendall’s Tau of CLIP-Score for
subsets acquired by FlashEval and baseline methods. The “RS”
represents sampling N ′ prompts randomly from dataset.

        Initialize the Population
Population: All prompts

        Evolutionary Operations
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Figure 2. Illustration of the reasons for baseline-3’s failing
under small item sizes N ′. When combining multiple prompts
with standalone high KD, the set-wise KD is lower.

model zoo to be ranked as training/testing, and adopt the
above mentioned search on the training models.

Results for KD-based search. As could be seen from
Tab. 1, the results of prompt-wise search (brief for “B3-
prompt”) and set-wise search (brief for “B3-set”) achieve
better results than RS. When N ′ = 100, the searched subset
achieves a KD of 0.75-0.8 on test set, whereas when N ′ =
10, the KD is worse (≈0.6).

Analysis of why B3-prompt failed. For “B3-prompt”,
we conduct detailed analysis for searched prompt and com-
posed set. When combining multiple prompts with stan-
dalone high KD, the set-wise ranking KD notably decreases.
As shown from the toy examples in Fig. 2: the prompt-1,2,3
have high standalone KD (rank one or none of the models
wrong), but the combined subset have low KD (rank all
model wrong). It reveals that searching the top prompts and
combining them may not produce the optimal subset.

Analysis of why B3-set failed. Based on the analysis
above, the set-wise search might be a better approach be-
cause it takes the interference between prompts into consid-
eration. However, the improvement of set-wise search over
prompt-wise search is marginal even on the training set as
shown in Tab. 1. We attribute such a phenomenon to the
insufficient exploration of the search space. Take N ′ = 10
as example, the complete search space of constructing 10
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Figure 3. Illustration of FlashEval search method. Inspired by
the evolutionary algorithm, we design an iterative search algorithm
on both the set- and prompt-level.

prompts from 40,504 text annotations (COCO dataset), the
search space size is C10

40504, which is impractical to traverse
through. Even we construct numerous subsets (i.e. 1M), it is
still restricted compared with the enormous search space size.
Therefore, an improved search algorithm with enhanced sam-
ple efficiency is required to generate representative subsets.

4.2. FlashEval Search Method

As discussed above, the prompt-wise search is efficient
but results in suboptimal subsets because it doesn’t consider
interactions between prompts. The set-wise search considers
the interactions but suffers from insufficient exploration of
enormous search space. The key problem is to improve the
sample efficiency of set-wise searching. In light of the prior
that well-performing prompts are more likely to construct
well-performing sets, we propose to utilize the prompt-level
information to provide guidance for the set-level search.
Inspired by the evolutionary algorithms [1, 5], we design
an iterative search method on both the prompt and set level.
We provide an overall introduction to the workflow of our
method in Sec. 4.2.1. Then, we elaborate on our frequency-
based filtering method in Sec. 4.2.2. The detailed description
of FlashEval search algorithm flow is listed in Algo. 1.

4.2.1 Set- and Prompt-level Iterative Filtering

The flowchart of the typical evolutionary algorithm and our
FlashEval search method is presented in Fig. 3. Firstly, an ini-
tial population containing candidate solutions is generated.
Then, the “recombination” process employs evolutionary
operators (e.g., mutation, crossover) to generate new indi-
viduals (offspring) from existing ones, which will be the
new population. After that, the fitness of each individual
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Algorithm 1: FlashEval Search Algorithm
Input: Whole textual dataset P = {pi|i = 1, ..., N}, The
train split of the model zooMtrain, the number of candidate
subsets to rank Nset, the number of iterations Niter, keep
ratio of prompts Kp, keep ratio of sets Ks;
Ouput: Representative subsets P̂ of size N ′;
Get the model ranking Rgt on P;
// Initialize the population
Initialize P ′ ← P;
for i← 1 to Niter do

for j ← 1 to Nset do
// Evolutionary Operations
Construct random subset Pj ∼ P ′ of size N ′, get
its model ranking Rj onMtrain;

Calculate KDj values between Rj and Rgt;

// Fitness Evaluation

Sset ← subsets among {Pj}Nset
j=1 with top Ks percent

of KD;
// Population update
Sprompt ← top Kp percent of prompts that appear most

frequently in Sset;
Update candidate prompt set P ′ ← Sprompt;

Construct subsets {Pj}Nset
j=1 of size N ′ from P ′;

return P̂ with best KD in {Pj}Nset
j=1

in the population is evaluated based on a pre-defined ob-
jective. Furthermore, based on the fitness values of each
individual, a selection is applied to filter subpar individuals
to acquire the updated population. Such process is repeated
until convergence and the last population is acquired.

Inspired by the process of the evolutionary method, we
design an iterative search on both the set- and prompt-level
as presented in Alg. 1. We treat the well-performing prompts
as the “population”, and use the entire text annotations as
initialization. For each iteration, we construct a large num-
ber of subsets with the prompts within the population P ′.
It could be viewed as the “recombination” process. Then,
the generated subsets (offspring) are evaluated using the KD
value as the “fitness”. A novel frequency-based prompt “se-
lection” scheme is designed to effectively distinguish promis-
ing prompts. The population is updated after the selection
process and used in the next iteration. The search algorithm
progressively filters the redundant subpar prompts and sig-
nificantly enhances the search space exploration efficiency,
and acquires top-performing subsets with low variance.

4.2.2 Frequency-based Prompt Selection

An effective “population update” (or prompt selection) is cru-
cial for the success of the search method. As shown in Fig. 2,
the selected prompts should avoid such corner cases whose
standalone KD is high, but interfere with each other, leading
to poorly performing subsets. We aim to seek prompts that

satisfy the property of “when combined with any other
prompts within the population, it has a higher probabil-
ity of achieving high KD”. With the intention of that, we
design a frequency-based prompt selection method that se-
lects prompts that appear most frequently in top-performing
subsets. In the top-performing sets from a large variety of
constructed subsets, the most frequently appearing prompts
are likely to satisfy the desired property. The prompts se-
lected this way exhibit high standalone KD, and retain high
KD when randomly combined.

5. Experiments
5.1. Experimental Details

Dataset. We conducted our experiments on two widely
used large-scale datasets: COCO validation dataset (i.e.,
val2014) [20] and DiffuisonDB dataset [36]. In COCO, each
image corresponds to several prompts. We randomly select
one for each image to result in 40,504 prompts. DiffusionDB
contains 2 million prompts, divided into 2,000 parts. In each
part, we uniformly select samples, resulting in a total of
5,000 prompts for our experiments.

Metric setting. We adopt five popular evaluation metrics.
Specifically, FID [14], CLIP [25], and Aesthetic [31] are
employed to assess three distinct aspects including image
fidelity, alignment, and aesthetic. ImageReward [39] and
HPS [38]) are utilized for evaluating human preference.

Model zoo setting. We construct 78 model config-
urations from the StableDiffusion Models [27] to form
the model zoo by considering multiple perspectives. The
model zoo comprises 12 variant models (v1.2, v1.2-
6bit quant, v1.2-8bit quant, v1.4, v1.5, small-v1.5, v2.1,
dreamlike-photoreal, v1.4-6bit quant, v1.4-8bit quant, v1.5-
6bit quant, v1.5-8bit quant) and 8 schedules (DDIM-10step,
DDIM-20step, DDIM-50step, PNDM-10step, PNDM-
20step, PNDM-50step, DPM-10step, DPM-20step). Quan-
tization models are based on the q-diffusion [19] frame-
work, which encompasses both the DDIM and DPM solvers.
For each model, we maintain consistency by fixing seed=0
and guidance scale=7.5 to ensure fairness in ranking across
models. This model zoo covers various scenarios discussed
in Sec. 1 where users want to evaluate and compare diffu-
sion models, including (1) parameter tuning, such as tuning
training iterations/datasets (v1.2, v1.4, v1.5, and dreamlike-
photoreal are from different training iterations/datasets of
the same model), (2) schedule selection, and (3) validating
design choices (e.g., quantization).

5.2. Comparison to Baseline Methods

We design three sub-tasks based on the composition of
different models to validate the effectiveness of FlashEval
across various settings. Furthermore, to ensure applicabil-
ity in diverse scenarios, the representative subset needs to
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models item size N ′=50 N ′=500

methods \sub-tasks random model variants schedulers random model variants schedulers

Train

RS 0.607±0.000 0.594±0.000 0.632±0.000 0.857±0.000 0.858±0.000 0.857±0.000
B3-prompt 0.900 0.909 0.862 0.895 0.917 0.872

B3-set 0.895±0.002 0.912±0.002 0.894±0.002 0.971±0.002 0.970±0.001 0.966±0.002
Ours 0.956±0.004 0.969±0.004 0.960±0.004 0.984±0.003 0.986±0.003 0.978±0.003

Test

RS 0.597±0.000 0.588±0.000 0.560±0.000 0.829±0.000 0.826±0.000 0.827±0.000
B3-prompt 0.729 0.784 0.810 0.805 0.822 0.851

B3-set 0.750±0.014 0.680±0.021 0.721±0.013 0.875±0.007 0.836±0.008 0.863±0.008
Ours 0.851±0.004 0.800±0.008 0.850±0.005 0.906±0.003 0.899±0.004 0.909±0.003

Table 2. Comparisons of the Kendall’s Tau of CLIP-Score on COCO dataset (the error bars are standard errors). B3-prompt only
requires finding prompts once, hence there’s no need to calculate standard errors. “Random”, “model variants”, “schedulers” are the three
sub-tasks mentioned in 5.2. The “RS” represents sampling N ′ prompts randomly from dataset.

models item size N ′=5 N ′=100

methods \sub-tasks random model variants schedulers random model variants schedulers

Train

RS 0.395±0.000 0.307±0.000 0.413±0.000 0.730±0.000 0.721±0.000 0.755±0.000
B3-prompt 0.819 0.725 0.820 0.879 0.843 0.920

B3-set 0.839±0.003 0.827±0.003 0.833±0.002 0.935±0.002 0.924±0.001 0.933±0.002
Ours 0.908±0.004 0.891±0.004 0.897±0.006 0.966±0.002 0.968±0.002 0.967±0.003

Test

RS 0.350±0.000 0.423±0.000 0.323±0.000 0.763±0.000 0.681±0.000 0.738±0.000
B3-prompt 0.520 0.266 0.657 0.752 0.683 0.806

B3-set 0.643±0.031 0.516±0.033 0.601±0.018 0.826±0.010 0.792±0.018 0.836±0.014
Ours 0.789±0.009 0.691±0.011 0.748±0.014 0.851±0.007 0.861±0.007 0.873±0.007

Table 3. Comparisons of the Kendall’s Tau of CLIP-Score on DiffusionDB dataset (the error bars are standard errors).
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Figure 4. Comparisons with Baseline3 of the Kendall’s Tau of different metrics on COCO dataset for “Random” sub-task. The red,
green, and blue dots respectively represent ours with 100 items, B3-set with 200 items, and random sample with 500 items.The shaded area
are standard errors. The complete comparison results on the two datasets are in the appendix.

possess the ability to generalize across different models. In
this regard, we split the model zoo with different partition-
ing strategies to obtain training models for searching and
testing models for assessing generalization capabilities for

each sub-task. The three partitioning ways are as follows:
random split, across model variances (different architec-
tures and parameters for training and testing models), across
schedules (different solvers and step sizes for training and
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testing models). The detailed strategies are in the appendix.
FastEval finds subsets with better accuracy-efficiency

trade-off. We conduct comparisons with the previously men-
tioned baseline approaches on each metric for every sub-task.
For the sake of fair comparison, we ensure that the search
space for each method, i.e., the total number of candidate
subsets, remains consistent (N = 107). In addition, each
set-based search algorithm is executed 10 times to compute
standard errors. Due to FID is only applicable to the evalua-
tion of two distributions and cannot evaluate a single image,
it does not support prompt-based searches. Therefore, we
just compare FlashEval with set-based methods for FID.

From Tab. 2 and Tab. 3, we can observe that FlashEval
can easily achieve KD values around 0.9 on training models
when the number of prompts is relatively low. FlashEval
surpasses all methods with equal search space, particularly
evident when the item size is small. FlashEval at N ′ = 100
performs comparably to B3-set at N ′ = 200 (Red and green
dots in Fig. 4-(a)) across all metrics. For prompt-based
method, as the number of items in the subset increases, the
KD values do not improve, which validates our hypothesis in
Sec. 4.1 that prompt-based method is not suitable for search-
ing representative subset. In addition, Fig. 4-(a) shows that
the commonly used random sampling strategy’s performance
drops notably below 500 items (especially on FID).

FlashEval generalizes across diverse model setting. We
aim for users to utilize the representative set directly on the
new models. Thus, we test the generalization performance
of FlashEval on test models across three sub-tasks. We find
that FlashEval’s set with N ′ = 5 surpasses the average KD
values of randomly selected sets with N ′ = 100 on Diffu-
sionDB (Tab. 3). Moreover, the N ′ = 50 set identified by
FlashEval is on par with the randomly selected N ′ = 500 set
on COCO ( and Tab. 2). As depicted in Fig. 4-(b), FlashEval
exhibits superior generalization across all metrics compared
to the baseline methods. Additionally, it notably excels when
the representative set has a limited number of prompts. The
dots in Fig. 4 also signify that our method achieves com-
parable performance with N ′ = 50 compared to B3-set’s
N ′ = 200 and random sampling’s N ′ = 500 even for un-
seen models. Furthermore, the standard error of FlashEval is
relatively smaller compared to B3-set, indicating its higher
robustness and stability.

5.3. Use Cases of FlashEval

To validate the practicality of FlashEval, we present two
examples of downstream use cases here.
Application A: Model selection from different versions. Ex-
periment settings: We adopt a 10-item RS and FlashEval
to rank 44 testing models, and the full set (40K) averaged
ImageReward is used as ground truth. We illustrate the supe-
riority of FlashEval using 3 variants of SD1.5 (with DDIM
solver & 20 steps) in testing models: dreamlike (fine-tuned),

set small-sd1.5 weight-8bit dreamlike

RS-10 item (KD=0.286) 20 28 25
Ours-10 item (KD=0.761) 34 23 3

Ground Truth 39 25 4

Table 4. The ranking of three models among 44 testing models.
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Figure 5. The evolution of model scores (sd1.5, DPM solver)
with increasing steps.

small-sd1.5 (reduce params), and weight-8bit (quantized).
Result: Tab. 4 provides specific rankings for 3 models. Fla-
shEval with significantly higher KD (0.761) not only reason-
ably predicts that the dreamlike is better than small-sd1.5 but
also accurately ranks the two efficient models (small-sd1.5,
weight-8bit) that are not intuitively comparable. However,
RS failed in both scenarios.
Application B: Given a model & solver, the performance
increase saturates as steps increase. Identifying the “saturate
point” is vital for striking good performance-efficiency trade-
off. Experiment settings: We search the “saturate point”
by observing that the score remains relatively unchanged in
several steps. Result: Fig. 5 shows that FlashEval identifies
an accurate saturation point (15) matching ground truth (15).
In contrast, RS fails to find a saturation point in 20 steps due
to continuous performance fluctuations.

5.4. Analysis

5.4.1 Ablation Studies

Effectiveness of frequency-based selection. To vali-
date the impact of frequency-based selection, the algorithm
is modified by selecting prompts with higher KD values,
instead of choosing prompts based on their frequency.

As shown in Tab. 5, the results are worse than FlashEval,
especially on testing models. In addition, the gap is larger
when N ′ = 10, further illustrating the effectiveness of the
frequency-based selection module when N ′ is small.

Effectiveness of iterative filtering. As shown in Tab. 5,
our algorithm demonstrates significantly superior perfor-
mance on both the training and testing models even with-
out iterative filtering compared to the average performance
achieved through random selection. In addition, from Fig. 6,
it is evident that with an increase in the number of iterations,
the KD values of the representative set steadily increase. In
each iteration, the KD values of the filtered set are consis-
tently lower than those of selected set. The results validate
our algorithm’s iterative process of gradually filtering out
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Methods N’=10 N’=100

Train Test Train Test

RS 0.355 0.142 0.706 0.692

Ours (w/o FS) 0.876 0.640 0.953 0.760
Ours (w/o IF) 0.821 0.667 0.839 0.812

Ours 0.934 0.796 0.966 0.867

Table 5. Comparison of ablation experiments of CLIP-score
on COCO dataset. “Ours (w/o FS)” is our algorithm without
frequency-based selection, “Ours (w/o) IF” is our algorithm without
iteration filtering.

(a). ranking train models (b). ranking test models
iteration iteration
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Figure 6. The change in KD values as the algorithm progresses
through iterations (N ′ = 50, CLIP-Score, COCO, random split).

relatively inferior prompts in each iteration.

5.4.2 Consistent Superiority of FlashEval

A high KD value may arise from the correct ranking of only
some specific positions (e.g. only the ranking of bottom
models are correct). In such a scenario, a high KD value is
irrelevant for users aiming to select the top model. We add
two criteria to verify that FlashEval consistently outperforms
RS, rather than focusing on correct ranking at specific posi-
tions: (1) Top-K Ranking: KD of the true top-K models.
(2) Top-K Proportion: the proportion of true top-K models
in predicted top-K models. Tab. 6 shows that FlashEval
consistently outperforms RS across Ks.

5.4.3 Search Cost of FlashEval

The search of FlashEval is a one-time cost; the subset found
by FlashEval can be used in all evaluations of the same
dataset. Here, we aim to further reduce this one-time search
cost for identifying the representative set for a new dataset.

Assume that user has a new dataset of size Nall, and we
aim to identify a representative set N ′ of Nall. The main
computational cost of FlashEval is to evaluate the scores
of Nall samples against all models in the model zoo. As
shown in Sec. 5.2, random sampling shows poor accuracy
with small item size. However, when the number of items is
large enough, it is still a cheap approach to achieve reason-
able accuracy. Inspired by this observation, we propose the
following two-step approach: To find N ′, we first randomly
select a Neval subset (N ′ < Neval < Nall) and treat it as

Top-K Top-K Ranking Top-K Proportion

RS Ours RS Ours

K = 5 0.400 0.800 40% 80%
K = 10 0.520 0.810 50% 80%
K = 20 0.458 0.793 55% 95%

Table 6. Results of 10-item subsets obtained by RS and Ours
for various K values. The total number of testing models is 39.
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Figure 7. The variation of KD values with the increase in Neval

(N ′ = 50, CLIP-Score, COCO, random split).

the ground-truth when running FlashEval. This approach
reduces the one-time cost fromO(Nall) toO(Neval). Neval

is the critical parameter that controls the trade-off between
search efficiency and accuracy. On one hand, Neval should
not be too small, as otherwise, it is not representative enough
for the true ranking of models (Sec. 5.2). On the other hand,
when Neval is larger, this approach provides less speed-up
compared to the vanilla FlashEval.

To validate the searched set’s effectiveness, we compare
the ranking results of N ′ with the rankings of Nall. As
depicted in Fig. 7, when reducing Neval to 5000, there is no
significant decrease in the results. In addition, the trade-off
in Fig. 7 illustrates the relationship between search cost and
performance, aiding users in making their own choices.

6. Conclusion
In this paper, we identify the excessive cost and subopti-

mal quality-speed trade-off of the current diffusion model
evaluation. We propose to address the issues by identifying
representative subsets to condense the evaluation datasets
and designing a search method to solve the challenging task.
Extensive experiments demonstrate the effectiveness and
generalization capability of the representative sets identi-
fied by FlashEval. We hope that FlashEval can assist re-
searchers in selecting an appropriate prompt quantity in dif-
fusion model evaluation, and help accelerate and facilitate
the broader diffusion algorithm design.
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