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Abstract

With the transformative impact of the Transformer,
DETR pioneered the application of the encoder-decoder ar-
chitecture to object detection. A collection of follow-up
research, e.g., Deformable DETR, aims to enhance DETR
while adhering to the encoder-decoder design. In this work,
we revisit the DETR series through the lens of Faster R-
CNN. We find that the DETR resonates with the underly-
ing principles of Faster R-CNN’s RPN-refiner design but
benefits from end-to-end detection owing to the incorpo-
ration of Hungarian matching. We systematically adapt
the Faster R-CNN towards the Deformable DETR, by in-
tegrating or repurposing each component of Deformable
DETR, and note that Deformable DETR’s improved per-
formance over Faster R-CNN is attributed to the adoption
of advanced modules such as a superior proposal refiner
(e.g., deformable attention rather than Rol Align). When
viewing the DETR through the RPN-refiner paradigm, we
delve into various proposal refinement techniques such as
deformable attention, cross attention, and dynamic convo-
lution. These proposal refiners cooperate well with each
other; thus, we synergistically combine them to estab-
lish a Hybrid Proposal Refiner (HPR). Our HPR is ver-
satile and can be incorporated into various DETR de-
tectors. For instance, by integrating HPR to a strong
DETR detector, we achieve an AP of 54.9 on the COCO
benchmark, utilizing a ResNet-50 backbone and a 36-
epoch training schedule. Code and models are available
at https://github.com/ZhaoJingjing713/HPR.

1. Introduction

Since its debut in 2017, the Transformer [46] has revolution-
ized a wide range of NLP tasks and has swiftly expanded its
influence into the realm of computer vision, proving instru-
mental in tasks such as image recognition [5, 10, 12, 17,
34, 45] and object detection [4, 22, 31, 32, 37, 49, 55, 57,
59, 60]. The DEtection TRansformer (DETR) [4] stands
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Figure 1. Applying Hybrid Proposal Refiner (HPR) to the DETR
series including Conditional DETR [37], DAB DETR [32], De-
formable DETR [59], DAB-Deformable DETR [32], DINO [55],
Align DETR [3] and DDQ [57] on COCO dataset. All models use
a ResNet-50 backbone and a 12-epoch training schedule. For effi-
ciency, we use 300 queries for DDQ [57] and DDQ equipped with
HPR.

at the forefront, being the first to adapt the Transformer’s
encoder-decoder architecture for the object detection task.
DETR’s innovation lies in its object queries, which engage
with CNN-generated feature maps to concurrently predict
an object’s category and its spatial location. A notable fea-
ture of DETR is its ability to perform detection in an end-
to-end manner, a function facilitated by the integration of
Hungarian matching. Despite these advancements, DETR
is hindered by suboptimal training efficiency and perfor-
mance. To address these shortcomings, subsequent research
has been geared toward enhancing DETR while maintain-
ing the integrity of its original encoder-decoder architec-
ture. Among these advancements, Deformable DETR [59]
is a prominent example, promoting DETR’s capabilities by
incorporating a deformable encoder and a deformable atten-
tion mechanism.

Before the advent of DETR, Faster R-CNN [42] was
commonly viewed as the seminal model for object detec-
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tion. It divides the detection framework into several dis-
tinct components including the backbone network, the neck
network, the region proposal network (RPN), and a second-
stage [19, 42] or multiple-stage [2, 6] proposal refiner. The
architecture of Faster R-CNN can be described as an “RPN-
refiner” setup. In this structure, the RPN initially generates
a collection of object proposals. Subsequently, the proposal
refiner, namely the R-CNN head, undertakes the task of cat-
egorizing each proposal and more accurately adjusting their
spatial coordinates.

In this work, we revisit DETR series from the Faster R-
CNN perspective. We posit that the encoder-decoder struc-
ture of the DETR series can be conceptualized as a refined
version of the RPN-refiner paradigm utilized by the Faster
R-CNN. we select Deformable DETR [59] with a ResNet-
50 backbone as our primary model due to its widespread
acclaim and exceptional performance. As shown in Ta-
ble 1, we systematically adapt the Faster R-CNN towards
the Deformable DETR, by integrating each component of
the Deformable DETR to the Faster R-CNN. These adap-
tations span various aspects, including RPN modification
(from a class-agnostic to a class-aware RPN), revisions to
the neck network (from an FPN to a more capable de-
formable encoder), improvements to the proposal refiner
(from an R-CNN to more advanced refiners like deformable
attention), an increase in the stages of refinement (from a
two-stage to a multi-stage process), and a transformation in
the positive sample matching approach (from an IoU-based
one-to-many strategy to a one-to-one Hungarian matching
method).

Our research yields three primary insights: (1) The ap-
plication of the Hungarian matching to the Faster R-CNN
notably impedes its performance. This decrease in perfor-
mance is primarily because Hungarian matching sharpens
feature map activations, which causes the Rol Align opera-
tion to extract a regional feature map that includes an excess
of non-essential information. (2) Using object features ex-
tracted by the neck network instead of the R-CNN features
produced by Rol Align significantly mitigates the decline
in performance when using Hungarian matching. Thus, a
modified version of Faster R-CNN can also enjoy the ad-
vantage of end-to-end detection. (3) The performance en-
hancement of Deformable DETR over Faster R-CNN can
be largely attributed to its integration of advanced compo-
nents, notably the proposal refiner (employing deformable
attention in place of Rol Align) and the enhanced neck net-
work (utilizing a deformable encoder rather than a tradi-
tional FPN).

So far, we have effectively adapted the Faster R-CNN
framework into the Deformable DETR, and we have iden-
tified the improvement of Deformable DETR over Faster
R-CNN is attributable to the more sophisticated neck net-
work and the more advanced proposal refiner. Typically, an

Model ‘ AP

Faster R-CNN (ResNet-50, FPN, 12-epoch) ‘ 36.5

+ Class-Agnostic RPN—Class-Aware RPN 36.1 (-0.4)
+ FPN—Deformable Encoder 44.0 (+7.9)
+ IoU Matching—Hungarian Matching (RPN) 32.7(-11.3)
+ IoU Matching— Hungarian Matching (R-CNN) 322 (-0.5)
+ Rol Feature—Object Feature 41.2 (+9.0)
+ Object Feat.—Object Feat. + Rol Feat. 41.7 (+0.5)
+ Object Feat. + Rol Feat.—Deformable Attention | 44.2 (+2.5)
+ 6x Deformable Attention 46.2 (+2.0)

Table 1. Step by step, we transform the Faster R-CNN [42] into
the Deformable DETR [59]. We report AP on COCO benchmark.
Object feature denotes RPN’s point feature extracted by the neck
network. Refer to Section 3.1 for more details.

object detector is equipped with a single neck network, but
it may utilize numerous proposal refiners. Our study delves
into an array of proposal refiners, each offering a distinct
approach to processing and refining object proposals gener-
ated by the RPN. More precisely, our thorough examination
includes Rol Align, dynamic convolution, cross attention,
deformable attention, global attention, and object feature
refinement. The empirical evidence from our experiments
suggests that these object refinement mechanisms are mu-
tually compatible and effective when used in conjunction.
In light of these findings, we introduce a novel approach
termed as the Hybrid Proposal Refiner (HPR), which incor-
porates various object refinement operators and facilitates
feature interactions among them. As depicted in Figure 1,
our HPR is versatile enough to be applied to a broad range
of DETR models, yielding consistent improvements when
compared to their vanilla versions.

The contributions of this work are threefold:

* We revisit the DETR series from the Faster R-CNN per-
spective, uncovering that the encoder-decoder structure
in DETR series can be interpreted as analogous to the
RPN-refiner paradigm of Faster R-CNN. We progres-
sively transform the Faster R-CNN into the Deformable
DETR (Table 1) and comprehensively study the key el-
ements contributing to the improvement of Deformable
DETR over Faster R-CNN.

* We conduct an extensive analysis of various proposal re-
finement strategies and introduce the Hybrid Proposal Re-
finement (HPR) technique. This innovation is compat-
ible with many existing DETR models and consistently
yields performance enhancements (Figure 1). Addition-
ally, we introduce a novel data augmentation strategy
termed data re-augmentation, which is particularly effec-
tive when used in conjunction with the proposed HPR.

* With a ResNet-50 backbone and a 36-epoch training
schedule, our method attains an AP of 54.9 on COCO
benchmark.
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Figure 2. We regard the encoder-decoder structure employed by the DETR series as a refined version of the RPN-refiner paradigm
utilized in Faster R-CNN. We investigate various elements (highlighted by yellow) that contribute to the transition from Faster R-CNN
to Deformable DETR. Our hybrid proposal refiner (HPR) is predicated on exploring a multitude of proposal enhancement strategies that
operate on different levels: regional (a, b, e, f), global (c), and point level (d).

2. Related work

Single-stage Detectors. Single-stage approaches have
gained popularity for their simplicity and real-time perfor-
mance. YOLO [1, 13, 26, 39—41, 47] stands as a seminal
contribution in this domain, providing direct predictions for
bounding boxes and class labels for each preset grid cell,
eschewing a secondary stage for refining these proposals.
Following YOLO, SSD [33] incorporates multi-level fea-
ture extraction to localize objects across various scales. Al-
though early single-stage detectors are considered efficient,
their performance is not on par with that of two-stage or
multi-stage detectors. Recent advances in single-stage de-
tectors include the development of RetinaNet, which ad-
dresses the imbalance between foreground and background
samples through the application of Focal Loss [30]. This in-
novation enables RetinaNet to effectively learn from a large
number of hard negative samples, enhancing the effective-
ness of single-stage detectors. Building upon the success
of Focal Loss, researchers have further explored alterna-
tive approaches to improve the performance of single-stage
detectors. Anchor-free algorithms [21, 23, 25, 44, 50, 58]
are proposed to make the detector simpler, offering a more
straightforward and flexible architecture while still achiev-
ing competitive performance compared to anchor-based ap-
proaches. Subsequently, the introduction of ATSS [56] fur-
ther unifies anchor-based and anchor-free models, and ad-
dresses the challenges of positive and negative sample se-
lection during training, thus elevating the overall efficiency.
R-CNN Series. R-CNN [16] and Fast R-CNN [15] al-
gorithms have been instrumental in advancing the field of
object detection. They establish a two-stage framework,
laying the groundwork for future innovations in this field.

For instance, Faster R-CNN [42] presents the region pro-
posal network, generating potential regions that are subse-
quently refined in the second stage. More recent advance-
ments [2, 11, 36,43, 51, 52, 54] have augmented the Faster
R-CNN framework with novel architectures to boost detec-
tion capabilities. For example, Cascade R-CNN [2] extends
a two-stage model by incorporating a multi-stage cascade of
classifiers and regressors. Sparse R-CNN [43] replaces re-
gion proposals with a set of learnable queries, significantly
diminishing computational complexity.

DETR Series. DETR [4] has emerged as a prominent ap-
proach in object detection research, introducing an inno-
vative paradigm that leverages Transformer [46] and Hun-
garian algorithm [24]. Primarily because it eliminates the
need for numerous manually engineered components, such
as Non-Maximum Suppression (NMS), a number of follow-
up studies [27, 31, 32, 37, 48, 49] develop various advanced
extensions. With an aim to incorporate multi-level fea-
tures into the DETR framework, Deformable DETR [59]
utilizes a multi-scale deformable attention mechanism, that
focuses on a small set of representative points around a ref-
erence point. It has been demonstrated that the Deformable
DETR outperforms the original DETR, particularly in the
detection of smaller objects. Subsequent research has con-
tributed to advancing the field with more sophisticated de-
signs [3, 7, 8,22,53,57,60]: DINO [55] improves accuracy
by introducing a novel query denoising scheme; H-DETR
[22] and Group DETR [7] present the hybrid matching strat-
egy, which combines the original one-to-one matching with
an auxiliary one-to-many matching; Co-DETR [60] intro-
duces a collaborative hybrid assignment training scheme;
DDQ [57] suggests that queries under the one-to-one as-
signment should exhibit both density and uniqueness; Align
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DETR [3] incorporates a localization-precision-aware clas-
sification loss into its optimization process, and introduces
a prime sample weighting mechanism to suppress the inter-
ference from unimportant samples.

3. Method

In Section 3.1, we discuss the evolution from Faster R-
CNN to Deformable DETR. Building on the finding that
the encoder-decoder structure of the DETR series can be
conceptually viewed as a refined version of the RPN-refiner
paradigm utilized by the Faster R-CNN, we introduce the
Hybrid Proposal Refine (HPR) and elaborate its application
to various DETR models in Section 3.2.

3.1. From Faster R-CNN to Deformable DETR

As illustrated in Figure 2, we study a number of factors that
are involved in the evolution from Faster R-CNN to De-
formable DETR, including the RPN, the neck network, the
proposal refiners, the stages of refinement, and the positive
sample matching strategy. The performance of each inter-
mediate modification is reported in Table 1.

Faster R-CNN Baseline. Our baseline is established by
employing Faster R-CNN with a ResNet-50 backbone and
an FPN neck network, utilizing a 12-epoch training sched-
ule. We adopt Rol Align to extract region features. This
configuration achieves a 36.5 AP on the COCO val set.
Class-Agnostic RPN vs. Class-Aware RPN. We mod-
ify the class-agnostic RPN used in Faster-RCNN to be
class-aware, in line with the approach taken by Deformable
DETR. This results in a slight drop in performance, from
36.5 to 36.1.

Neck Network. Deformable DETR utilizes a powerful
neck network known as the deformable encoder. Transfor-
mation from an FPN-style neck network to a deformable
encoder enhances the AP from 36.1 to 44.0.

IoU Matching (One-to-Many) vs. Hungarian Matching
(One-to-One). One of the most appealing advantages of
the DETR series is its capability for end-to-end detection.
This is attributed to the utilization of Hungarian matching,
as opposed to the long-standing IoU-based matching strat-
egy employed by the Faster R-CNN series. As shown in
Table 1, transformation from IoU-based matching to Hun-
garian matching for RPN dramatically hinders the detector,
resulting in a significant AP drop from 44.0 to 32.7 for this
Faster R-CNN variant. In addition, the application of Hun-
garian matching in R-CNN yields an AP degradation of 0.5.
We conjecture that the first performance drop (44.0—32.7)
arises from the Rol Align operator. The use of Hungarian
matching intensifies the feature map activations; however,
the Rol Align operator extracts a regional feature map that
includes an excess of non-essential information. To verify
our hypothesis, we conduct two studies. First, we present
visualizations of two activation maps in Figure 3: one map

Hungarian Matching

IoU Matching

Figure 3. Visualization of two activation maps generated by vari-
ants of Faster R-CNN using either Hungarian matching or IoU
matching.

Matching Strategy‘ AP AP, AP,, AP,

ToU 383 512 432 211
Hungarian 384 48.6 422 242

Table 2. The performance of the improved class-aware RPNs with
different positive sample matching strategies.

generated by a Faster R-CNN variant that uses Hungarian
matching in the RPN, and another produced by a differ-
ent Faster R-CNN variant that employs IoU matching in the
RPN. It can be seen that the activation map of the former is
much sharper than that of the latter. Next, we simply retrain
a class-aware RPN with deformable encoder and the appli-
cation of Hungarian matching, which can be viewed as a
single-stage detector. The results presented in Table 2 show
that Hungarian matching does not impede the performance
of this enhanced RPN, suggesting that the object features
(i.e., point features) utilized by the RPN are sufficient for
object localization and classification.

Both quantitative and qualitative results verify our hy-
pothesis—the Rol Align operator extracts a regional fea-
ture map that includes an excess of non-essential informa-
tion when introducing Hungarian matching into the Faster
R-CNN.

Rol Feature vs. Object Feature. Based on the afore-
mentioned observation, we utilize the structure of “object
feature—FC” as the second stage proposal refiner instead of
the structure of “Rol Align—region feature—CNN—FC”
(R-CNN), yielding a significant AP improvement from 32.2
to 41.2. Additionally, as shown in Table I, integrating the
Rol features into the object features further results in an AP
enhancement of 0.5. These studies indicate that a proposal
refinement module, more appropriate than Rol Align, aligns
effectively with the application of Hungarian matching.

More Powerful Proposal Refiner. Deformable DETR
introduces a deformable attention mechanism, which en-
hances object features by incorporating the features derived
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from a set of representative points. We replace the pro-
posal refiner from “object feature + Rol feature—FC” to
a deformable decoder, which introduces a sophisticated in-
teraction between each object feature and the feature maps
extracted by the neck network (i.e., deformable encoder).
As shown in Table 1, this alteration leads to a +2.5 AP im-
provement. Finally, by adopting 6 deformable decoders,
we achieve an AP of 46.2, marking the successful transition
from Faster R-CNN to Deformable DETR.

3.2. Hybrid Proposal Refiner

We have identified that the improvement of Deformable
DETR over Faster R-CNN can be credited to its sophis-
ticated neck network and its advanced proposal refiner.
In general, an object detector is equipped with a single
neck network, yet it may utilize numerous proposal refin-
ers. As illustrated in Figure 2, prior to presenting our hy-
brid proposal refiner (HPR), we first explore other poten-
tial proposal refiners besides Rol Align (Figure 2.a) and de-
formable attention (Figure 2.b).

Notations. Let H and W represent the height and width
of the input image, respectively. We denote the fea-
ture maps extracted by a backbone network as {C; €
RH/2'xW/ 2lx‘il}, where d; is the feature dimension and [
denotes the stage number. The feature maps encoded by
the neck network! are denoted as {P, € RH/2'xW/2'xD}
where D is the feature dimension. We use p; € RP
to denote the object feature (i.e., point feature used by
RPN) of the ¢-th object proposal with bounding box b; =
(zi, yi, w;, h;). We represent the Rol feature of b; as
r; € R7X7D p, is generated by the Rol Align operator.
Global Cross Attention (Figure 2.c). This mechanism is
adopted by the original DETR [4], where a set of learnable
object queries are introduced to gather information from Ps
via cross attention operation. Note that using global atten-
tion is computationally expensive.

Object Feature Refinement (Figure 2.d). In Section 3.1,
this strategy has been discussed in the evolution from Faster
R-CNN to Deformable DETR. The object feature refiner di-
rectly processes the object features {p,} to refine the pro-
posals generated by RPN.

Dynamic Convolution (Figure 2.e). Dynamic convolu-
tion [43] enhances object features by by facilitating the
interaction between each object feature p; and the corre-
sponding Rol feature ;. Specifically, p; first undergoes
processing by FC layers to generate convolutional kernels.
Subsequently, these kernels are applied to r; through con-
volution layers followed by FC layers, resulting in an en-
hanced object feature of p,.

'In this work, all modules designed to enhance the features produced by
the backbone network are collectively referred to as the neck network. This
includes the FPN, the Transformer-encoder, and the deformable encoder.

Auxiliary Auxiliary
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Figure 4. Illustration of the HPR module. The auxiliary refiners
inject implicit information into the intermediate features of the pri-
mary refiner. We use 6 x HPRs by default.

Regional Cross Attention (Figure 2.f). An alternative to
perform the interaction between the object feature p; and its
Rol feature r; is to adopt cross attention, where p, serves as
the query while the elements in 7; act as the keys and val-
ues. In this work, we refer to this object feature refinement
strategy as regional cross attention.

Hybrid Proposal Refiner (HPR). Up to this point, we
have explored various strategies aimed at refining proposals,
which operate on different levels: global (global cross atten-
tion), regional (Rol Align, deformable attention, dynamic
convolution and regional cross attention) and point level
(object feature refinement). As described in Section 3.1,
it has been noted that the Rol Align operation does not ef-
fectively coincide with Hungarian matching algorithm. In
addition, we observe that the interaction between object fea-
tures and the corresponding regional features is essential for
the effectiveness of high-performance end-to-end detectors.

Unlike previous DETR models that merely include one
proposal refiner, our HPR integrates the strengths of various
regional proposal refinement techniques such as deformable
attention, dynamic convolution, and regional cross atten-
tion. Even though these regional proposal refiners are de-
signed to capture the most essential features of foreground
objects, the methods they use to encode local features vary
significantly. Deformable attention adopts a sparse set of
point features. In contrast, both dynamic convolution and
regional cross attention employ Rol features, but they differ
in their utilization of object features: the former kernelizes
the object features, while the latter regards the object fea-
tures as the queries of the cross attention.

As shown in Figure 4, to take full advantage of the po-
tential of each proposal refiner, HPR designates one refiner
to function as the primary refiner, while the others act as the
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Method ‘ Backbone ‘ #Queries ‘ #Epochs ‘ AP APso AP,s AP, AP,, AP
Conditional DETR [37] 300 108 43.0 64.0 4577 227 467 615
Anchor DETR [49] 300 50 42.1 63.1 449 22.3 46.2 60.0
Efficient DETR [53] 300 50 45.1  63.1 49.1 283 484 59.0
DAB DETR [32] 900 50 457  66.2 49.0 26.1 494  63.1
Deformable DETR [59] 300 50 46.9 65.6 51.0 29.6 50.1 61.6
DN-Deformable DETR [27] 900 50 48.6 674 52.7 31.0 520 63.7
H-Deformable DETR [22] 300 12 487 66.4 52.9 312 515 635
‘H-Deformable DETR [22] 300 36 50.0 - - 329 527 653
DINO [55] 900 12 494 669 53.8 323 525 639
DINO [55] 900 36 512 69.0 55.8 350 543 653
Group DETR [7] 900 12 50.1 - - 324 53.2 64.7
Align DETR [3] 900 12 50.2 678 544 329 533  65.0
Align DETR [3] 900 24 513 682 56.1 355 551 65.6
DETA [38] 900 12 50.5 67.6 55.3 33.1 54.7 65.2
DETA [38] ResNet-50 900 24 51.6  69.0 56.7 340 558 66.5
DDQ [57] 900 12 513 68.6 564 335 549 659
DDQ [57] 900 24 52.0 69.5 57.2 35.2 54.9 65.9
Deformable DETR with HPR 900 12 50.6  68.7 55.5 344 539 63.5
Deformable DETR with HPR 900 24 519 70.0 57.0 353 550 653
DINO with HPR 900 12 51.1 68.6 55.7 34.6 54.5 64.9
DINO with HPR 900 24 519  69.7 56.8 349 550 65.8
Align DETR with HPR 900 12 52.1 69.6 56.9 356 554  66.6
Align DETR with HPR 900 24 52.7 69.8 57.2 35.8 56.0 66.4
Align DETR with HPRT 900 12 524 70.3 57.2 35.9 56.3 68.5
Align DETR with HPR' 900 24 542 721 58.8 37.8 579 70.0
DDQ with HPR 300 12 524 69.9 57.5 359 555 66.7
DDQ with HPR 300 24 52.5 69.8 57.6 354 55.5 67.0
DDQ with HPR' 300 12 53.0 70.6 58.0 353 56.3 68.6
DDQ with HPR' 300 24 54.2 72.0 59.6 37.3 57.8 69.1
DDQ with HPR' 300 36 549 724 60.3 377 589 69.6

Table 3. Comparison with state-of-the-art DETR models on the COCO val set utilizing a ResNet-50 backbone. Considering GPU memory
utilization, we use 300 queries when applying HPR to DDQ [57]. t: the application of large-scale jitter data augmentation.

auxiliary. The auxiliary refiners inject implicit information
into the intermediate features of the primary refiner. Specif-
ically, we integrate the self-attention and FEN features from
the auxiliary proposal refiner into their counterparts in the
primary proposal refiner using a simple addition operator
with learnable weights. In Section 4.2, we also investi-
gate other alternatives for information integration. Note that
each proposal refiner is supervised by an independent detec-
tion loss. The loss weights of the primary proposal refiner
and two auxiliary refiners are set to 1.0, 0.5 and 0.5, respec-
tively. We use the same loss function as the one employed
in Deformable DETR.

Application of HPR to DETR Series. Like most DETR
detectors, stacking multiple HPRs is feasible to enhance
overall performance. By default, we stack 6 HPRs. Our
HPR can be incorporated into various DETR detectors that
only have a single proposal refiner by appending the auxil-
iary refiners to the primary one. Figure 1 demonstrates the

consistent performance improvement.

Data Re-Augmentation. We also introduce a novel
data augmentation strategy termed “data re-augmentation”,
which first copies data that has been augmented by nor-
mal augmentation and then applies strong augmentations,
including color jitter and geometric transformations, to the
copies. This yields a new training batch that contains both
normally augmented images and strongly augmented im-
ages. Our data re-augmentation technique differs from
batch augmentation [20] in two aspects: (1) it copies weakly
augmented images rather than the raw images; (2) it applies
distinct and stronger augmentations to the copies. We ex-
perimentally find this novel augmentation works well with
our HPR.

4. Experiments

Dataset and Evaluation Metric. We conduct experiments
on COCO [29] benchmark. It offers 118,287 labeled images
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Method Backbone ‘ #Queries ‘ #Epochs ‘ AP APso AP,s AP, AP,, AP
HTC [6] 900 36 57.1 75.6 62.5 424 607 71.1
Group-DINO [7] 900 36 58.4 - - 41.0 62.5 73.9
DETA [38] 900 24 58.5 76.5 644 385 626 738
DINO [55] 900 12 57.5 - - - - -
DINO [55] 900 36 58.5 77.0 64.1 41.5 62.3 74.0
DDQ [57] 900 36 58.7 768 645 41.6 629 743
Mask DINO [28] 300 50 59.0 - - - - -
H-Deformable DETR [22] 900 12 559 - - 39.1 59.9 72.2
H-Deformable DETR [22] 900 36 57.1 - - 397 614 734
H-DINO [22] 900 36 594 778 654  43.1 63.1 742
DDQ with HPR Swin-L (IN-22K) 300 12 587 767 645 415 625 746
DDQ with HPR' 300 12 58.4 76.8 64.3 41.2 62.5 75.1
DDQ with HPR' 300 24 593 776 65.0 43.1 63.4 755
AlignDETR with HPR 900 12 58.6 768 64.0 409 627 754
AlignDETR with HPR 900 24 59.3 77.5 64.7 419 63.7 75.2
AlignDETR with HPR' 900 12 58.5 76.7 63.7 41.6 62.8 76.6
AlignDETR with HPR' 900 24 59.6 77.9 64.5 42.6 64.0 76.9
AlignDETR with HPR' 900 36 60.0 78.0 655 438 645 76.6

Table 4. Comparison with other DETR models on the COCO val set utilizing a Swin-L backbone pre-trained on ImageNet-22K. Consid-
ering GPU memory utilization, we use 300 queries when applying HPR to DDQ [57]. t: the utilization of large-scale jitter.

Proposal Refiner AP AP, AP,, AP,
Global Cross Attention 423 563 454 26.8
Rol Align 322 373 369 236
Deformable Attention 478 620 512 306
Dynamic Convolution 483 627 512 323

Regional Cross Attention | 47.6 61.5 50.6  31.7
Object Feature Refiner 412 517 448 269

Table 5. Performance of each proposal refiner.

across 80 object categories in its train set. The val set
consists of 5,000 images. Following common practice, we
report average precision (AP) on COCO val split.
Implementation Details. Our code base is built upon
MMDetection [4]. Unless otherwise specified, we adopt
ResNet-50 [18] pre-trained on ImageNet-1K [9] as the
backbone under a 12-epoch training schedule. By default,
900 object queries are adopted. We use the AdamW [35]
optimizer with a learning rate of le—4. We adopt DETR-
style normal data augmentation following [3, 7, 22, 55, 60]
and the proposed data re-augmentation technique. When
compared with other approaches, we utilize a larger back-
bone (Swin-L [34] pre-trained on ImageNet-22K [9]) and
longer training schedules (24 or 36 epochs), and incorpo-
rate large-scale jitter with copy-paste technique [14] into the
normal data augmentation.

4.1. Main Results

As shown in Figure 1, our HPR can be applied to various
DETR detectors, including Conditional DETR [37], DAB
DETR [32], Deformable DETR [59], DAB-Deformable

DETR [32], DINO [55], Align DETR [3] and DDQ [57].
Models equipped with our HPR technique consistently out-
perform their counterparts without HPR, showing improve-
ments ranging from +1.5 to +10.1 AP.

The comparison with state-of-the-art methods utilizing a
ResNet-50 backbone is presented in Table 3. Notably, by
applying HPR to a strong DETR, namely DDQ [57], we
achieve an AP of 54.9 under a 36-epoch training schedule.
In Table 4, we compare our method with other approaches
using a Swin-L backbone. When applied to DDQ [57], and
AlignDETR [3], our approach achieves AP scores of 59.3
and 60.0, respectively.

4.2. Ablation Studies

Unless otherwise specified, for all ablation studies, an en-
hanced Deformable DETR introduced by DINO [55] serves
as our base model. It achieves 47.8 AP, using a ResNet-50
backbone, normal data augmentation and 300 object queries
under a 12-epoch training schedule.

Various Proposal Refiners. In Section 3.2, we introduce
a variety of proposal refiners that function at distinct lev-
els: global (global cross attention), regional (Rol Align, de-
formable attention, dynamic convolution and regional cross
attention) and point level (object feature refiner). The per-
formance of each refiner is detailed in Table 5. With the
exception of Rol Align and the object feature refiner, all re-
finers utilize a six-stage refinement process. As explored
in Section 3.1, the Rol Align technique does not effec-
tively integrate with Hungarian matching, leading to sub-
optimal results. The global cross attention mechanism, as
proposed by the original DETR, incurs significant compu-
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SA  Dedicated Module FFN | AP

v 48.0
v 46.5

v 49.2

v v 48.6
v v 48.6

v v 49.3
v v v 49.1

Table 6. Ablation study on the integration of various features.

Weight Type Initialization ‘ AP

Fixed Scalar 1:1:1 48.9
Fixed Scalar 2:1:1 49.1
Learnable  Scalar 1:1:1 48.9
Learnable  Scalar 2:1:1 48.8
Learnable  Vector 1:1:1 49.3
Learnable  Vector 2:1:1 49.0

Table 7. Ablation study on the integration weights.

tational overhead and poses challenges for the integration
of multi-level feature maps that modern DETR detectors
typically need. In contrast to the simple object feature re-
finer which adopts a single FC layer for object feature en-
hancement, deformable attention (DA), dynamic convolu-
tion (DC) and regional cross attention (RCA) exhibit supe-
rior performance. This improvement stems from their in-
tricate architectures, which facilitate interactions between
object and regional features. Thus, DA, DC and RCA are
adopted in our HPR.

Feature Integration. As shown in Figure 4, the self-
attention (SA) and feed-forward network (FFN) features
from the auxiliary proposal refiners are integrated into their
counterparts within the primary proposal refiner. Each re-
finer is composed of a SA layer, a dedicated module (de-
formable attention, dynamic convolution or regional cross
attention), and a FFN layer. In Table 6, we study the ef-
fectiveness of different features for information injection,
including SA features, FFN features, and features from the
dedicated module. Experimentally, we find that injecting
SA features and FFN features into the primary proposal re-
finer yields the best performance.

In addition, we examine the integration weights. Let f,
fo1 and f o denote the features extracted by the FFN or
SA layer of the primary proposal refiner, the first auxil-
iary proposal refiner, and the second auxiliary proposal re-
finer, respectively. The corresponding refined feature _f;
is computed as f), = wpf, + Wa1f, + Wa2fqp- In Ta-
ble 7, we study several factors including: (1) whether these
weights {w), Wa1, we2} are fixed or learnable; (2) the data
type of {wp, wa1,we2} as either scalar or vector of the
same dimension of f,/f,1/f2; (3) the initial values of
{wp7 Wq1, wa2}~

HPR Data Re-Augmentation 900 Queries ‘ AP

47.8
v 493
v v 49.8
v v 50.3
v v v 50.6

Table 8. Study on data re-augmentation and more object queries.

Augmentation Strategy ‘ AP
Normal Augmentation 493
Strong Augmentation 48.4

Batch Augmentation [20] | 49.6
Data Re-Augmentation 50.3

Table 9. Comparison among standard data augmentation (the first
and second rows), batch augmentation [20] (the third row), and
data re-augmentation (the last row).

Performance Enhancement. We introduce data re-
augmentation in the end of Section 3.2. Table 8 shows the
effects of incorporating data re-augmentation and increas-
ing the number of object queries from 300 to 900. Our
data re-augmentation involves first duplicating data that has
undergone normal augmentation, and then applying strong
augmentations to these duplicates to create a new batch.
The training is conducted on the combination of the origi-
nal batch (augmented by normal augmentation) and the new
batch (augmented by data re-augmentation). To evaluate
the effectiveness of our data re-augmentation, we compare
it with the standard normal and strong augmentation, and
the batch augmentation [20] in Table 9.

5. Conclusion

In this work, we revisit the DETR series from the perspec-
tive of Faster R-CNN, uncovering that the encoder-decoder
structure in the DETR series can be interpreted as analogous
to the RPN-refiner paradigm of Faster R-CNN. We progres-
sively transform Faster R-CNN into Deformable DETR and
identify the key elements that contribute to the improve-
ment of Deformable DETR over Faster R-CNN. Inspired
by these findings, we explore various object proposal refin-
ers and introduce HPR. Our HPR can be applied to a num-
ber of DETR detectors and shows consistent improvements
over the original versions. We also introduce a novel data
augmentation technique that synergizes well with the pro-
posed HPR. Experimentally, we achieve an AP of 54.9 on
the COCO benchmark by using a ResNet-50 backbone un-
der a 36-epoch training schedule.
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