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Abstract

Long-tail recognition is challenging because it requires
the model to learn good representations from tail categories
and address imbalances across all categories. In this paper,
we propose a novel generative and fine-tuning framework,
LTGC, to handle long-tail recognition via leveraging gener-
ated content. Firstly, inspired by the rich implicit knowledge
in large-scale models (e.g., large language models, LLMs),
LTGC leverages the power of these models to parse and rea-
son over the original tail data to produce diverse tail-class
content. We then propose several novel designs for LTGC
to ensure the quality of the generated data and to efficiently
fine-tune the model using both the generated and original
data. The visualization demonstrates the effectiveness of
the generation module in LTGC, which produces accurate
and diverse tail data. Additionally, the experimental results
demonstrate that our LTGC outperforms existing state-of-
the-art methods on popular long-tailed benchmarks.

1. Introduction
In the real world, data often exhibits a long-tailed distri-
bution, posing significant challenges for computer vision
recognition [44, 54]. These challenges include (1) Class
Imbalance: within the dataset, some classes (termed ”head”
classes) are abundantly represented, while others (termed
”tail” classes) have few samples. This imbalanced distribu-
tion during training may cause the model to attend more on
the head classes, neglecting the tail classes [42]. (2) Tail
Data Scarcity: Data scarcity refers to tail classes having ex-
tremely limited samples, which lack diversity and are in-
sufficient to effectively train a model [8, 24]. It prevents a
model’s ability to learn the feature invariant, which is nec-
essary to recognize these categories correctly [35].
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Figure 1. Top: Here, our LMMs use ChatGPT. For the Trogon
Rufus category, when we asked ChatGPT, ”What species is in the
picture?” we did not get the expected answer due to the complexity
of the question. Middle and Down: In contrast, when we asked
some easy questions for the ChatGPT, ”Please describe the image.”
or ”Please describe the distinctive features of Trogon Rufus.” It
could accurately answer these questions.

To address these challenges, numerous approaches have
emerged within the field of long-tailed recognition, such as
re-sampling [5, 19], loss re-weighting [1, 6, 12, 23, 26, 27,
29, 39, 48], ensemble learning [42, 47, 56], decoupling [20],
and contrastive learning [11, 25, 40, 59]. Their primary ob-
jective is to balance the decision boundaries and parame-
ter weights of the model to improve long-tail recognition.
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However, these methods encounter bottlenecks due to the
scarcity and limited diversity features of tail-class data [24].
To obtain more diverse representations for tail classes, two
types of methods appear: Some methods increase tail-class
diversity through data augmentation [9, 24, 52, 55]. Oth-
ers increase tail-class diversity by transferring features from
related classes [8] or large pre-trained models (e.g., CLIP
[32]). These transfer learning methods [13, 28, 36] based on
CLIP have recently shown great potential in boosting long-
tail recognition. The LPT [13] fine-tunes pre-trained mod-
els to adapt to target datasets. The VL-LTR [36] leverages
text features from CLIP to augment the learning of image
features. However, these methods find it hard to obtain the
correct and desired knowledge for tail categories. For ex-
ample, in the real-world data iNauralist 2018 [17], the cate-
gory Aquilegia Pubescens is characterized only by white or
pale yellow colors and spurred shapes. If we transfer similar
category features or blindly augment semantic information,
such as red color semantics, this category will become more
confusing.

Recently, Large Language Models (LLMs) (e.g., Chat-
GPT) and Large Multimodal Models (LMMs) (e.g., GPT-
4V (ChatGPT with Vision [50]) and Minigpt4 [7, 58]) due
to their wealth of potential knowledge, have been lever-
aged for a variety of downstream tasks, such as robot
task plans [34], open-set object recognition [30], auto-
mated robot learning [43] and various visual reasoning tasks
[50, 51, 60]. However, due to the bias of imbalanced train-
ing data, LMMs perform poorly on some complex tasks
[10]. We also find this dilemma in long-tail recognition as
shown in Fig. 1. When we asked LMMs about an image in
the category of Trogon rufus: ”What species is in the image?
”, we did not get the expected answer. In contrast, when we
ask some easy questions about this image: ”Please describe
the image.” or ”Please describe the distinctive features of
Trogon Rufus”, we get the desired answer. This suggests
that although large models underperform in long-tail recog-
nition (e.g., it is difficult to align complex image features
with labels.), they still contain desired potential knowledge
(e.g., correctly describing images and providing the knowl-
edge of species). Inspired by this, we aim to leverage the
abundant potential knowledge of several large models to
address the challenges of long-tailed data scarcity and per-
form long-tailed recognition well. Nevertheless, effectively
leveraging large models to encounter these challenges is not
trivial: (1) The potential nature of knowledge within large
models makes it difficult to extract the desired knowledge
that facilitates long-tail recognition tasks. (2) Due to the do-
main gap between the generated data and the original data
[38], effectively using these hybrid data remains an open
issue.

To this end, we propose a novel Long-Tail recogni-
tion framework via Generated Content, denoted as LTGC,

which is illustrated in Fig. 2. Our LTGC aims to lever-
age the capabilities of large models for generating explic-
itly diverse content [15] tailored to the long-tail classes and
incorporate novel designs to enhance long-tail recognition.
Firstly, motivated by the wealth of potential knowledge in
large models and the fact that texts are more controllable,
we employ them to expand the tail classes. Specifically,
to produce more diverse and controllable tail data, we fol-
low the rule of analyzing existing features before generat-
ing absent features. To achieve this, LTGC utilizes LMMs
to analyze images already in the tail classes to obtain the
existing tail-class descriptions list. Then LTGC inputs the
existing descriptions list to LLMs to obtain the desired ex-
tended tail-class descriptions list for images that are absent
from the existing tail classes. Secondly, LTGC utilizes the
text-to-image (T2I) model (e.g., DALL-E [33]) to transform
these textual descriptions into images. Moreover, inspired
by the benefits of chain-of-thought [46], we propose a self-
reflection and iterative evaluation module for this process
to ensure the diversity and quality of the generated content.
Finally, inspired by the advantages of Mixup [52] in merg-
ing different image domains, we propose the BalanceMix
module to address domain shifts of generated images for the
fine-tuning process.

In summary, the contributions of our work are as follows:
1. In the first time, we propose a novel framework via

generated content, LTGC, which leverages the power of
large models to address long-tail recognition challenges.

2. We design a series of novel modules to tackle the tail-
class image scarcity problem and design the BalanceMix
module to efficiently fine-tune the model using the gen-
erated data and the original data.

3. Experimental results demonstrate that our LTGC outper-
forms existing state-of-the-art methods on popular long-
tail benchmarks. Also, the visualization illustrates the
diversity and controllability of our generated tail images.

2. Related Work
Long-Tail recognition. Many approaches have been pro-
posed in recent years to address the long-tail recognition
challenge, such as resampling [5, 19], loss rebalancing
[1, 6, 12, 23, 26, 27, 29, 39, 48] to increase the model’s fo-
cus on the tail categories, ensemble learning [42, 53, 56] to
improve the ability to recognize tail samples by enhancing
model performance, contrast learning [11, 21, 25, 40, 49,
59] and calibration learning [9, 57]to improve the model’s
decision boundaries, but due to the scarcity of data on the
tails, the model still doesn’t have enough features to learn
class representations for long-tail recognition. Recently,
data augmentation-based methods [8, 9, 24] proposed to
handle scarcity-tailed data by augmenting from related fea-
tures. However, these methods find it difficult to obtain
the correct knowledge for tail classes. Other approaches
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[13, 36] have achieved good results by transfer learning [37]
the feature of the visual-language pre-training model (e.g.,
CLIP [32]) for long-tailed recognition.

Different from the previous methods, in this paper, from
a novel perspective, we explore a generative and fine-tuning
framework to handle long-tail recognition by leveraging the
rich potential knowledge of large models. Specifically, we
design several novel modules to leverage the correct knowl-
edge for generating tail data and perform efficient fine-
tuning with the generated data to boost long-tail recogni-
tion.
Large Models. Recently, several large models have
emerged, including large language models (e.g., ChatGPT
[50]), large multi-modal models (e.g., GPT-4 (ision) [50],
MiniGPT [58]) and large generated models (e.g., DALL-
E [33]). These expansive models are repositories of ex-
tensive knowledge [15] and have undergone scrutiny in di-
verse applications, such as robot task plans [34], open-set
object recognition [30], contextual object detection [51],
video generation [22], and few-shot segmentation [60]. In
this work, we leverage the rich potential knowledge of these
large models to handle the long-tail recognition challenge.

3. Method
To perform long-tail recognition well, the challenge is mak-
ing the model learn diverse representations from tail cate-
gories and address imbalances across all categories. In this
paper, we propose a novel long-tail recognition framework,
LTGC, to handle these challenges. As depicted in Fig. 2,
LTGC employ potential knowledge from various off-the-
shelf large-scale models to generate and iteratively assess
the quality and diversity of tail classes (Sec. 3.1). Further-
more, LTGC proposes the BalanceMix module to facilitat-
ing the fine-tuning process with the generated and original
datasets (Sec. 3.2). These modules are described in detail
below.

3.1. Diverse Tail Images Generation

To learn diversity representations from tail categories, the
previous methods have used data augmentation [9, 24] or
transfer learning [13, 36]. However, these works find it dif-
ficult to obtain the correct and desired diversity knowledge
for tail categories. Inspired by the common-sense knowl-
edge in the LLMs and the fact that textual descriptions
are more controllable [33, 50], LTGC takes advantage of
these to control the detail and diversity of the generated tail
classes. Firstly, to better generate diverse images and con-
trol the image detail, LTGC aims to generate images that are
absent in the original tail data and represent these images in
textual form. Specifically, LTGC employs LMMs to ana-
lyze the original tail data and obtain the existing tail-class
descriptions list. Then LTGC leverages the common-sense
knowledge of LLMs to obtain extended tail-class descrip-

tions based on the existing tail-class descriptions list. Fi-
nally, as images are more suitable as training data for long-
tail recognition tasks, we utilize the text-to-image module
to generate diverse images based on these tail-class descrip-
tions.

3.1.1 Obtaining Existing Tail-class Descriptions List

In order to ensure the diversity of tail-class images, we first
analyze the feature information of the original tail-class im-
ages before generating new ones. It guarantees that the con-
tent of the generated images is distinct from that of the ex-
isting tail-class images. Moreover, due to textual descrip-
tions being more controllable [33], we utilize the textual
descriptions to control the detail and diversity of the gen-
erated images. To achieve this, our LTGC employs Lan-
guage Model Multimodals (LMMs), such as GPT-4V (Vi-
sion) [50], to analyze the feature information and extract
textual descriptions of existing tail classes. During this pro-
cess, the textual responses from LMMs could be varied and
sometimes redundant, which may impede the generation of
the desired images. Therefore, we employ textual templates
to constrain the responses of LMMs, aiming to unify the
textual description formats. Inspired by an image of an ob-
ject that can be fully described or generated by its class and
a list of features [4, 41], we design the textual template to
include the given class and its features. Furthermore, the in-
troduction of variations in the scenes plays a crucial role in
enhancing the model’s ability to generalize [2], a problem
that’s particularly acute in long-tailed datasets [35]. There-
fore, the textual information of scenes is also important for
image generation.

To this end, we design the LMMs’ response Tem-
plate 1 for a given class y as follows: "A photo of
the class [y], {with distinctive fea-
tures}{in specific scenes}.", which include
the given class, its distinctive features, and specific scenes
or environments. With the response template, for a given
My number class y, we sequentially feed these tail-class
images into LMMs along with an instructing [Prompt
1] to analyze the features of these images: "Please
use the Template 1 to briefly describe
the image of the class [y]." This process is
illustrated in Fig. 3, where y is the given class label. As
shown, by formulating the description using the template,
LMMs would automatically replace the class, features, and
background in the response. After performing this process
for all images of each class, we compile a list of text
descriptions corresponding to each class. Then we intend
to extend the tail-class descriptions list with the existing
tail-class descriptions list to generate the images lacking in
the tail classes.
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Figure 2. Overall framework of LTGC. LTGC first employs LMMs to analyze the existing tail data to obtain the existing tail-class
descriptions list. Then it inputs the list into LLMs to analyze the absent features of the tail classes and employs the T2I model to generate
diverse images. Moreover, our designed self-reflection and iterative evaluation modules ensure the diversity and quality of the tail data.
Finally, LTGC employs the BalanceMix module to fine-tune the CLIP’s visual encoder with the extended and original data.

3.1.2 Obtaining Extended Tail-class Descriptions List

In this section, we aim to analyze features missing from tail
classes and enrich the descriptions of these classes based
on the existing tail-class descriptions list. To accomplish
this, inspired by the rich common-sense knowledge of
Large Language Models (LLMs), such as ChatGPT [50],
we extend the tail-class descriptions list through a two-step
process: 1) Inputting the existing descriptions list into
LLMs, and 2) Designing the Prompt 2 to guide LLMs
in generating the desired descriptions for images that
are absent in the given tail class y: "Besides these
descriptions mentioned above, please
use the Template 1 to list other possi-
ble {distinctive features} and {specific
scenes} for the class [y]," which is illustrated
in Fig. 4. For each class, we repeat the above two-step
process, and then we obtain the tail-class descriptions list
for all tail classes.

In addition, in order for these generated descriptions to
better complement each tail class, we encourage LLMs to
generate descriptions of sufficient number and diversity. To
meet this goal, we introduce a self-reflection module in
this process, aiming to guide LMMs in rethinking if there
are any features or scenes that are missed or repeated. It
includes two key designs: a number-checking module and
a repetition-checking module. (1) The number-checking
module aims to guide LMMs in rethinking whether there

are other missing features or scenarios. To achieve this,
after posing the initial [Prompt 2] for class y, we update the
extended descriptions list and re-ask LLMs the [Prompt 2]
question, incorporating the newly acquired list. For each
class y, this iterative process of number-checking continues
until a maximum number Ky of the tail class is achieved,
where Ky = My+Ny and Ny is the number of generated
descriptions for class y. (2) The repetition-checking
module aims to guide LMMs in rethinking if there are other
features or scenes that are repeated at the end of the number-
checking iteration. Specifically, we input the extended
descriptions list and the following [Prompt 3] of each class
y for LLMs’ repetition checking: "Please exclude
any repetitive {distinctive features}
and {specific scenes} for class [y] in
this descriptions list." After that, LLM will
filter out the ones with repeated features based on this
prompt and return a new list of descriptions. Through
the implementation of this two-step process and LLMs’
self-reflection module, we have obtained a reduction in
repeated descriptions and an increase in the diversity of the
tail-class descriptions for each class.

3.1.3 Transform Descriptions to Images

Above, we obtain the extended tail-class descriptions list
for each class y, denoted as Ly . As the images are better
adapted to perform visual recognition tasks, in this section,
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Figure 3. Example of the instruction for LMMs. When both im-
ages from tail classes and textual templates are input into LMMs,
textual descriptions corresponding to the images can be obtained.
By repeatedly performing this operation on the training data, we
convert abstract image descriptions into concrete textual descrip-
tions. Finally, we acquire the current textual descriptions list cor-
responding to each class.

we aim to leverage the image-generative ability of the text-
to-image (T2I) method to generate the images from the tail-
class descriptions list. In detail, we employ T2I to generate
images based on the descriptions list, denoted as:

Figure 4. Example of the instruction for LLMs. LTGC inputs
the existing textual descriptions list to LLMs, which continually
extends it with new distinctive features and scene information.
During multiple iterations, LTGC generates a new extended tex-
tual descriptions list for each class.

iyn = T2I(dyn),where n ∈ {1, . . . , N} (1)

where n ∈ N denotes the n-th generated descriptions for
class y, and iyn denotes the image generated by T2I model
based on dyn. However, some generated images may not be
of sufficiently high quality to accurately represent their de-
sired classes, as the lower-quality images. As shown in Fig.
7, lower-quality images will output poorly distinctive fea-
tures, resulting in more confusion for the class. Therefore,
using these generated images directly in training may result
in disrupting the model’s prediction of the tail classes.

Figure 5. Illustration of the proposed iterative evaluation
module framework. This module detects lower-quality images
through the similarity score S computed by images and their cor-
responding class feature template. Then the textual descriptions
corresponding to lower-quality images are re-input into LLMs for
refinement. Finally, the refined textural descriptions are fed into
the T2I model for regeneration.

To address the challenge of lower-quality images that
fail to represent their desired classes accurately, we aim to
automatically detect these images, refine their textual de-
scriptions, and regenerate them accordingly. To achieve
this, drawing inspiration from the idea that humans improve
their understanding through peer feedback, we investigate
the possibility of a large model also enhancing its output
by integrating feedback from another fundamental model.
Therefore, we propose a iterative evaluation module, as il-
lustrated in Fig. 5. This module utilizes the fundamental
model, CLIP, to serve as the ’feedback giver’ selected for
its proficiency in understanding images and effectively con-
necting them with textual contexts [32]. It provides feed-
back about the lower-quality images to LLMs, which assists
in refining their corresponding descriptions.

Furthermore, to facilitate CLIP in grasping the rep-
resented features in images, a straightforward way is to
check the degree of match between the image and its class
template: ”A photo of a [y].” However, due to the fact that
CLIP’s text encoder may contain less feature knowledge
of the tail classes (e.g., as presented on the iNaturalist
2018 dataset with poor zero-shot recognition performance
[13]), we aim to design a new textual feature template for
each class, highlighting its unique features. Then CLIP
employs it to determine the correspondence between the
template and the image. Drawing inspiration from the
chain-of-thought [30, 46] concept, which suggests that
LMMs perform better when provided with additional clues,
we further guide LMMs in summarizing the most distinc-
tive features of each class. Specifically, after obtaining the
extended tail-class descriptions list, we obtain the class
feature template Cy that contains the most distinctive
features by the following [Prompt 4] and Template
2 for the given class y: [Prompt 4]: "Please use
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Template 2 to summarize the most dis-
tinctive features of class [y]}." Template
2: "A photo of the class [y] with {feature
1}{feature 2}{...}." This process could guide
the LMMs to rethink and summarize the most distinctive
features and produce the class feature template Cy for each
class y. Furthermore, since we focus on checking whether
the feature information of an image could represent its
desired class, we do not include scene information in the
class feature template. Then we introduce the details of the
iterative evaluation module.

As shown in Fig. 5, our iterative evaluation module con-
ducts the following three steps iteratively: (1) Detection.
To identify lower-quality images, we first employ utilize
the strong capability of aligning images with text of CLIP
to match the feature of generated images iyn and its class
feature template Cy by cosine similarity metric as follows:

S = Encodervis(i
y
n) · Encodertext(Cy), (2)

where Encodervis denotes the CLIP’s visual encoder,
and Encodertext denotes the text encoder of the CLIP .
The image iyn is detected as lower quality and filtered
out if its similarity score S is below a threshold µ. (2)
Refinement. Next, also inspired by chain-of-thought
[46], we propose the following prompt for refine its
descriptions. Specifically, if iyn is identified as a lower
quality image, we prompt LLMs to refine its corresponding
description dyn to more accurately represent the intended
class y, drawing on feedback provided by CLIP, i.e.,
[Prompt 5]: "This description dyn doesn’t
seem to be representative of the class
[y]. Could you refine it to enhance the
distinctive features of class [y]?" (3)
Re-generation. Finally, the image iyn is regenerated by the
T2I model according to the improved textual description.

By iteratively applying these three stages, we employ
CLIP in each cycle to furnish precise feedback to the LLMs,
thereby steering the refinement of descriptions to better
align with our desired direction. These refined descriptions
ensure the production of images that more accurately em-
body the characteristics of each class.

3.2. BalanceMix

With generated tailed images, the final problem is how to
efficiently use these generated data and original data to per-
form long-tailed recognition well. Due to the domain gap
between the generated data and the original long-tail data
[38], we propose a method named BalanceMix to handle
this challenge. We first define the original data and gener-
ated data as Do and Dg . Then BalanceMix balance-sample
[5] an image xi from Do and sample an image xj from Dg .
Meanwhile, it mixes the images xi and xj and their corre-

sponding labels, denoted as:

x̃ = λ⊙ xi + (1 − λ)⊙ xj , (3)

ỹ = λ⊙ yi + (1 − λ)⊙ yj , (4)

where λ in Beta (0,1) distribution. Finally, we fine-tune the
CLIP’s vision encoder with LORA [18] on all mixed data
pairs (x̃, ỹ) for efficient long-tail recognition.

4. Experiments
We present the experimental results on three widely used
datasets in long-tailed recognition, including ImageNet-LT
[27], Places-LT [27], and iNaturalist 2018 [17]. Moreover,
we undertake ablation studies specifically on the ImageNet-
LT and iNaturalist 2018 datasets to gain deeper insights into
the performance of our method. The experimental results of
the comparison methods are taken from their original paper,
and our results are averaged over three experiments.

4.1. Implementation details.

Evaluation Setup. In all experiments, we evaluate and re-
port top-1 accuracy on their corresponding test set. We also
report accuracy on three splits of the classes: Many-shot
(more than 100 images), Medium-shot (20 to 100 images),
and Few-shot (less than 20 images) [20].
Method Implementation. In our LTGC, we incorporate
diverse and specialized knowledge from the off-the-shelf
large models. Specifically, for LMM, we use the GPT-4V
(ision) [50] version of ChatGPT. For LLM, we use the GPT-
4 version of ChatGPT. For T2I, we use DAll-E [33]. For
the pre-trained CLIP [32], we use ViT-B/32 [14] for its vi-
sual encoder and the architecture introduced in [31] as the
text encoder. In LLM’s self-reflection module, we set the
maximum number Ky to 100, 300, and 800 for iNaturalist
2018, ImageNet-LT, and Place-LT, respectively. In the it-
erative evaluation module, the threshold µ is set at 0.8 for
ImageNet-LT and Place-LT, and at 0.6 for iNaturalist. In
Appendix, we provide a detailed ablation and discussion on
the choice of LMM and LLM models, as well as parameters
used in the self-reflection process.

4.2. Comparisons with SOTA on Benchmarks

In this section, we compare our proposed LTGC model with
state-of-the-art (SOTA) methods on three benchmarks, in-
cluding Imagenet-LT [27], Places-LT [27], and iNaturalist
2018 [17]. To ensure a fair comparison, we primarily focus
on methods based on CLIP, as they also leverage knowl-
edge pretrained on large-scale datasets. These baselines in-
clude CLIP Zero-Shot [32, 36] and CLIP Finetune [36], as
well as CLIP-based long-tail recognition approaches such
as VL-LTR [36], LPT [13], and RAC [28]. Additionally,
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we report comparisons with traditional methods (without
CLIP) on the challenging and fine-grained, large-scale long-
tail dataset, iNaturalist 2018. These have proven the effec-
tiveness of our method in different scenarios.
Results on Imagenet-LT. In Tab. 1, we observe that our
LTGC models are superior to other CLIP-based LT meth-
ods. For example, our method achieves an overall accuracy
of 80.6%, which is 3.4% higher than the existing SOTA
method VT-LTR[36]. Moreover, the overall accuracy of
our method marginally surpasses the results on the full Im-
ageNet (i.e., 80% [36]).
Results on Places-LT. Tab. 1 shows that compared to other
CLIP variant methods, LTGC achieves an overall accuracy
of 54.1% and an few-shot accuracy of 52.1%, surpassing the
LPT [13] by 4.0% and 5.2%, respectively. Even compared
with VL-LTR [36] and RAC [28], which have extra data in
training and testing, our LTGC achieves remarkable results.
Results on iNaturalist 2018. In this part, we employ LTGC
on a large and fine-grained dataset, iNaturalist 2018. Tab. 2
presents the quantitative results. LTGC leverages the rich
knowledge of LLMs and significantly outperforms tradi-
tional deep-learning approaches for long-tail recognition.
In addition, LTGC attains an overall accuracy of 82.5% and
a few-shot accuracy of 82.6%, outperforming all existing
SOTA methods based on CLIP. In particular, LTGC also
surpasses the retrieval augmented method, RAC [28], by
2.3%.

4.3. Compare with different methods of LMMs.

In the experiments, our LTGC employs GPT-4V (ision) to
describe a given image to obtain a text-based feature de-
scription. A straightforward way for long-tail recognition
is by querying LMMs for the category of the given image.
To evaluate the ability of these methods to recognize the
long tail images, we constructed the following baselines of
LMMs for comparison: MiniGPT4 [58], MiniGPT4-v2 [7],
LENS [3], and GPT-4V (ision) [50]. To perform a fair eval-
uation, we provide the label list [Class 1, Class 2, ..., Class
Y] for each dataset, where Y is the number of classes.

The results presented in Tab. 3, show that our method
significantly outperforms the baselines that directly query
the LMMs. More implementation details are discussed in
Appendix.

4.4. Analysis and Ablation Study

Effectiveness of the BalanceMix module. To evaluate the
effectiveness of the two proposed designs, we conduct ex-
periments on three different variants: 1) w/o BalanceMix:
This variant is directly fine-tuned using the generated data
and the original training data. 2) Balanced Sample: This
variant utilizes generated data to perform balanced sam-
pling [45] for training. 3) Mixup: This variant employs gen-
erated data with Mixup [52] without performing balanced

Table 1. Comparison with SOTA methods on ImageNet-LT and
Places-LT.

Dataset ImageNet-LT Places-LT
Few All Few All

CLIP Zero [36] 58.6 59.8 40.1 38.0
CLIP Finetune [36] 34.5 60.5 22.7 39.7

VL-LTR [36] 59.3 77.2 42.0 50.1
RAC [28] - - 41.8 47.2
LPT [13] - - 46.9 50.1

LTGC(Ours) 70.5 80.6 52.1 54.1

Table 2. Comparison with SOTA methods on iNaturalist 2018.

Method Many Medium Few All
Softmax 74.7 66.3 60.0 64.7

LADE [16] 64.4 47.7 34.3 52.3
RIDE [42] 71.5 70.0 71.6 71.8
PaCo [11] 69.5 73.4 73.0 73.0

MDCS [56] 76.5 75.5 75.2 75.6
CLIP Zero [36] 6.1 3.3 2.9 3.4

CLIP Finetune [36] 76.6 74.1 70.2 72.6
VL-LTR [36] - - - 76.8

RAC [28] 75.9 80.5 81.0 80.2
LPT [13] - - 79.3 76.1

LTGC(Ours) 77.5 83.9 82.6 82.5

Table 3. Comparison with different LMMs’ methods on
ImageNet-LT and iNaturalist2018.

Method ImageNet-LT iNaturalist 2018
LENS [3] 69.5 17.4

MiniGPT4 [58] 60.4 20.9
MiniGPT4-v2 [7] 68.5 27.1

GPT-4 72.1 64.3
Ours 80.6 82.5

sampling. The results are shown in Tab. 4, demonstrating
that our method significantly outperforms the other vari-
ants. Although our self-reflection and iterative evaluation
modules already ensure the diversity and high quality of the
generated images, there still exists a domain gap between
the generated and original data [38]. This domain gap could
exacerbate the long-tail effect on the test set (discussed in
Appendix). A simple balanced sample [45] approach fails
to solve the class imbalance caused by the mixing of origi-
nal and generated data, while the Mixup [52] alone cannot
address inter-class imbalances. To this end, our BalanceMix
module combines the strengths of both methods, making the
generated data well-suited for our framework.

Table 4. Evaluation on the effectiveness of the BalanceMix.

Method ImageNet-LT iNaturalist
w/o BalanceMix 58.3 69.5

Balanced sample [45] 63.9 73.8
Mixup [52] 73.4 75.2

Ours 80.6 82.5
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Figure 6. The visualization of generated images: The template “A photo of the class [y]” and LTGC. Each row represents a different
class. The four images on the left are generated using the simple template ”A photo of the class [y],” which results in images with uniform
poses and plain backgrounds. The four images on the right are from the proposed LTGC and demonstrate the diversity of classes.

Figure 7. The visualization of the images generated before and
after passing the iterative evaluation module. The top row dis-
plays images that were filtered out, while the bottom row shows
images regenerated by T2I after refining their corresponding de-
scriptions. More visualizations are in the Appendix.

4.5. Visualization

Visualization of Generated Images: Template “A photo
of the class [y]” vs our LTGC. Furthermore, we compare
the images generated by LTGC with a simple prompt, “A
photo of the class [y]” for the T2I model. As Fig. 6 illus-
trates, LTGC generates more accurate and diverse images
compared to those generated by the simple prompt. For
example, in the absence of control over the category de-
scription, the T2I model generates red features that do not
belong to class Aquilegia Pubescens. In addition, with rich
text for image generation, our approach also generates more
diverse and accurate images compared to images generated
by a simple template.

Visualization on iterative evaluation module. We
compare images before and after refinement using the it-
erative evaluation module, and the visualization results are
shown in Fig. 7. It shows that images before refinement of-
ten possess ambiguous semantic information, and the fea-
tures of the corresponding classes are not distinct. How-
ever, after the refinement process, the quality of the images
is substantially enhanced, and the distinctive features of the
corresponding classes become more pronounced.

5. Conclusion
This paper introduces a novel generative and fine-tuning
framework, named LTGC, to address the challenge of long-
tail recognition. LTGC leverages the abundant potential
knowledge embedded in large-scale models to generate di-
verse data for tail categories. The framework incorporates
innovative designs to ensure the quality of the generated
data and to fine-tune the model efficiently using both the
generated and original data. The experimental results indi-
cate that LTGC surpasses existing state-of-the-art methods
on well-known long-tail benchmarks. In the future, we will
explore the robustness of large-scale models for application
in other areas, such as long-tail semantic segmentation and
dissent detection.
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