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Abstract

Recent advances in Iterative Vision-and-Language Nav-
igation (IVLN) introduce a more meaningful and practical
paradigm of VLN by maintaining the agent’s memory across
tours of scenes. Although the long-term memory aligns bet-
ter with the persistent nature of the VLN task, it poses more
challenges on how to utilize the highly unstructured navi-
gation memory with extremely sparse supervision. Towards
this end, we propose OVER-NAV, which aims to go over and
beyond the current arts of IVLN techniques. In particular,
we propose to incorporate LLMs and open-vocabulary de-
tectors to distill key information and establish correspon-
dence between multi-modal signals. Such a mechanism in-
troduces reliable cross-modal supervision and enables on-
the-fly generalization to unseen scenes without the need of
extra annotation and re-training. To fully exploit the inter-
preted navigation data, we further introduce a structured
representation, coded Omnigraph, to effectively integrate
multi-modal information along the tour. Accompanied with
a novel omnigraph fusion mechanism, OVER-NAV is able to
extract the most relevant knowledge from omnigraph for a
more accurate navigating action. In addition, OVER-NAV
seamlessly supports both discrete and continuous environ-
ments under a unified framework. We demonstrate the su-
periority of OVER-NAV in extensive experiments.

1. Introduction

Vision-and-Language Navigation (VLN) [1] aims to build
intelligent agents that can follow natural language instruc-
tions to navigate in the unseen environments. However,
existing VLN benchmarks eliminate the agent’s memory
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Figure 1. Top: Example of a two-episode tour. The agent first
navigates the environment following the instruction of episode 1
(Yellow). Then the agent is directed to the ground truth goal as
Oracle Goal phase (Red). Later the agent travels to the start point
of episode 2 in the Oracle Start phase (Blue). Finally, the agent
navigates the environment following the next instruction (Yellow).
Bottom: Comparison between previous methods and ours. Close-
vocabulary methods require extra annotation and training efforts
to provide segmentation results in navigation, and the agent is lim-
ited to a close set of categories building segmentation maps. Our
method proposed an open-vocabulary-based omnigraph which is
more flexible for various keywords and circumstances.

upon the start of every episode, failing to leverage the vi-
sual observations and the iteratively built maps collected by
the physical robots. Recent work on Iterative Vision-and-
Language Navigation (IVLN) [25] introduces a more mean-
ingful and practical paradigm that orders the episodic tasks
in VLN as tours and allows the agents to utilize memory to
achieve better navigation performance.

We demonstrate a typical procedure of an IVLN task in
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Figure 1. An IVLN agent receives a ordered sequence of
instructions that fulfill a tour of the target scene. Each tour
consists of individual episodes, each guided by a language
instruction. When the agent completes the navigation of an
instruction, it is teleoperated by an oracle to the correct goal
location, and then translated to the start of the next episode.
Hence, each episode is composed of three parts: naviga-
tion, oracle goal, and oracle start. In the navigation phase,
the agent receives the environment observations along the
path PI following the given instruction I . In the oracle
goal/start phase, no instruction is present except the obser-
vations along the oracle start path POS and the oracle goal
path POG. Thus the tour history of each episode is repre-
sented as {POS , (I, PI), POG}.

Although the memory-retaining strategy aligns well with
the persistent nature of the VLN tasks, it poses additional
challenges on how to fully exploit the unstructured nav-
igation history of previous episodes. First, it remains
formidable to interpret the multi-modal information that
spans a number of domains including language (instruc-
tion), vision (visual measurements), time, and location
(physical movement), without any explicit supervision. The
only weak supervision existing in the tour history is the cor-
respondence between the instruction I and the navigation
path PI . However, such correspondences are coarse and
ambiguous as the visual observations along the path may
not correspond to the order of the objects and actions ap-
peared in the instruction. Moreover, PI could deviate from
the correct path due to the erroneous decisions made along
the navigation. Therefore, obtaining reliable supervision
over the navigation history and establishing faithful corre-
spondence between the multi-modal data are the keys to the
success of IVLN tasks.

In the ideal scenarios where all the multi-modal data can
be thoroughly interpreted, the second challenge arises in
structurizing the extensive memory so that it can be effec-
tively utilized under the IVLN framework. Prior works [25]
show that a naive stacking of the history data for feature rep-
resentation would lead to inferior performance. Addition-
ally, a well structured memory should be general enough to
accommodate varying settings in IVLN tasks, e.g. the dis-
crete [1, 25] and continuous environments [24, 25] which
are conventionally tackled with distinct strategies.

To address the above challenges, we present OVER-
NAV, a novel framework that strives to go over and beyond
the current arts of IVLN solutions. To combat with the lack
of explicit supervisions, we propose to incorporate Large
Language Models (LLMs) and Open-Vocabulary Detection
(OVD) to extract key information from the unattended data
flow. Specifically, while LLMs are leveraged to identify
keywords from the language instructions, the OVD detec-
tors are employed to build the correspondence between the
keywords and the visual observations. Such a strategy is ca-

pable of providing distilled supervision which is critical to
understanding the unordered navigation data. As the OVD
detector can scale up to novel categories, OVER-NAV is
able to generalize to unseen scenes on the fly without the
need of extra annotation and re-training, offering great flex-
ibility over the methods using closed-set detectors [3, 25].

To better harness the extracted supervisory signals, we
further introduce a structured representation, coded Omni-
graph, to integrate multi-modal information along the tour.
By leveraging a novel fusion mechanism, omnigraph can ef-
ficiently collect the pertinent knowledge for a more accurate
navigation action. Moreover, the omnigraph representation
can seamlessly support both discrete and continuous envi-
ronments under a unified framework. We extensively eval-
uate OVER-NAV on a number of challenging benchmarks.
The experimental results demonstrate the superiority of our
method over the state-of-the-art approaches. In summary,
our contributions are:
• A novel framework dubbed OVER-NAV, that, for the

first time, incorporates LLMs and OVD into the IVLN
paradigms to distill reliable and generalizable supervision
signals from the unordered navigation data.

• A structured and general representation called Omnigraph
that facilitates the utilization of multi-modal knowledge
and can be generalized to different VLN settings.

• Superior performance on the IVLN tasks in both discrete
and continuous environments.

2. Related Works

Vision-and-Language Navigation Vision-and-Language
Navigation (VLN) [1, 10, 11, 15, 16, 21, 26, 28, 30, 36, 41]
requires an agent with the ability to navigate a never-before-
seen environment following a natural language instruction
that describes the ground truth navigation path. There are
two major settings in VLN benchmarks, discrete [1, 26, 36]
and continuous environments [24, 40]. In the discrete set-
ting, the VLN agent is limited to changing position and ori-
entation by discrete amounts or predefined options, while
the continuous setting provides a continuous range for the
agent’s action. Iterative VLN [25] evaluates the agent in
persistent environments, and the agent needs to utilize prior
experience in the environment for better performance.

Persistent Environment and Iterative VLN The increas-
ing amount and improved quality of 3D scene datasets [4,
39], and the high-performance navigation environment sim-
ulation platform [23, 31, 40, 44] significantly promote the
development of navigation tasks, and make it possible to
study the long-horizon tasks in persistent environments
such as visual navigation [42, 43], multi-object naviga-
tion [42], visual room rearrangement [43], courier task [33],
multi-target embodied QA [45], scene exploration and ob-
ject search [9]. Iterative VLN [25] further studies VLN in

16297



persistent environments and enriches the long-horizon vi-
sual navigation problem with natural language and linguis-
tic information. Previous IVLN studies demonstrate that
structured memory [3, 5, 7, 12, 14, 27, 35, 38, 42] is es-
sential for IVLN agents. TourHAMT [25] tries to mitigate
the problem in discrete environments by adding the history
embedding from previous episodes to the current episode
but fails to improve the performance. MAP-CMA [25] con-
structs semantic and occupancy maps [3] from the point
cloud built by fine-tuned RedNet [19] and depth images
for action prediction. However, point cloud construction
requires depth sensors, and the RedNet is close-vocabulary
and only limited to thirteen kinds of objects. This requires
extra data collection labor for fine-tuning and prevents the
agent from scaling to unseen environments and complicated
concepts. TourHAMT/MAP-CMA can only be applied to
discrete/continuous environments. Despite MAP-CMA’s
success, it is hard to transfer its solution to discrete environ-
ments as semantic maps require continuous observations.

Open-Vocabulary Detection Open-vocabulary detection
(OVD) aims to train object detectors beyond recognizing
only base categories present in training labels and expand
the vocabulary to detect novel categories. With the de-
velopment of powerful language encoders [22] and con-
trastive image-text training [18, 37, 47], recent works trans-
fer the language capabilities of these models to OVD [13,
20, 29, 46, 48, 49]. ViLD [13] distills the knowledge from a
pretrained open-vocabulary image classification model into
a two-stage detector following a teacher-student training
paradigm. MDETR [20] and GLIP [29] take a single text
query for the image then formulate detection as the phrase
grounding problem. Owl-ViT [32] combines Vision Trans-
former [8], contrastive image-text pre-training [37] and end-
to-end detection fine-tuning. We study OVD in persistent
environments thus promoting the development of VLN.

3. OVER-NAV

The framework of our proposed method is depicted in Fig 2.
Large Language Models (LLMs) extract keywords from the
instruction of each episode. As the agent traverses the en-
vironment, it sends the keywords and observations along its
path to the OVD detector for detection. The detection re-
sults are subsequently stored in the omnigraph, which is es-
tablished and maintained to memorize the observed portion
of the current environment. The omnigraph generates the
keyword input for the agent’s action prediction. This input
encapsulates the information of an ego-centric map, thereby
aiding the prediction process.

3.1. OVD-based Omnigraph Construction

The OVER-NAV aims to construct an organized omnigraph
that allows the IVLN agent to memorize and utilize the his-

tory information from previous episodes in the same tour.
It incorporates three distinct processes: keyword extraction,
keyword-panoramic detection, and omnigraph construction.

Keyword Extraction The IVLN agent receives an instruc-
tion each episode in the tour. A typical navigation instruc-
tion can be decomposed into two parts: milestones and ac-
tions. The milestones (hereinafter referred to as keywords)
are related to the scene where the navigation task is issued.
Conversely, actions are likely episodic and related to the
agent’s current orientation. For instance, consider the in-
struction “Head past the dining table and turn left towards
the kitchen”, the terms dining table and kitchen serve as
milestones, enabling the agent to discern different direc-
tions and movements (e.g., head past, turn left) and verify
the accuracy of previous actions. Thus the keywords pro-
vide the agent with a condensed understanding of the scene.

We propose employing Large Language Mod-
els (LLMs) [2, 34] for keyword extraction. The system
prompt of GPT is provided in supplementary material. The
GPT is fed instructions following the format defined in
the prompt. Subsequently, the LLM responds to the query
with the appropriately formatted keywords. One of the key
benefits of using LLMs for keyword extraction lies in their
flexibility because the keywords in instructions can vary
greatly in length and category. For instance, keywords like
“counter with the blue top” carry significant attributes for
the agent’s reference, and LLMs can effectively identify
such keywords with their strong in-context learning ability.

Keyword-Panoramic Detection After keyword extraction,
the agent extracts a keyword set KI = {ki}Ni=1 with N key-
words from each instruction I . Throughout the navigation
process of instruction I , the agent constantly observes the
environment and captures images from its current position
and orientation. Following the common practice of some
VLN models, e.g., HAMT [6], we assume that the agent
can acquire panoramic photos Ppano of the surrounding en-
vironment. This can be achieved by equipping the agent
with a panoramic camera or rotating the agent 360◦.

Upon reaching a position and capturing panoramic im-
ages, the agent can perform open-vocabulary detection us-
ing the keyword set KI and the image Ppano. This posi-
tion is subsequently recorded as a viewpoint in the agent’s
memory. The OVD detector D generates a set of detec-
tion boxes {Bi, li, ci}Mi=1 as detection results, where each
box Bi is with a label li and a confidence score ci. Each
box Bi contains four values (xmin, ymin, xmax, ymax) to
locate the object in the panoramic image. These values can
be used to calculate the relative heading of the detected ob-
ject concerning the agent’s orientation. This can then be
transformed into the absolute heading hi in the coordinate
system of the current environment by deducting the agent’s
heading. Thus, the detection results stored in the agent’s
memory for the current viewpoint are {Bi, li, ci, hi}Mi=1.
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Figure 2. The overview of our proposed method. The instruction is sent to LLMs with the prompt to obtain keywords. The open-vocabulary
detector receives the keywords and the panoramic view at the current position, and sends the detection results to the agent. With the
detection results containing the distribution of detected objects, e.g., heading and confidence, the agent maintains the omnigraph that stores
the information of visited viewpoints in previous episodes. Each viewpoint is tagged with keywords and distribution information. For
inference, the omnigraph first collects the neighboring viewpoints and filters their keywords, then fuses the keywords with corresponding
positional information, e.g., heading and confidence. Finally, the resulting positional keyword inputs are sent to the agent for prediction.

In each episode, the agent performs the detection with
KI and Ppano at every viewpoint along the navigation
path. Each viewpoint along the path is tagged with detec-
tion boxes, labels, confidence, and absolute heading, which
summarize the properties of viewpoints in the scene. We
will further elaborate the details, e.g., the location of view-
points, in Sec. 3.2.1 and Sec. 3.2.2.

Omnigraph Construction After keyword extraction and
keyword-panoramic detection, all visited viewpoints are
tagged with keywords. We then construct the omnigraph
as a graph whose nodes are the viewpoints with keywords
and edges are the connectivity between viewpoints. The
omnigraph organizes the viewpoint, delineates the structure
of the current scene, and outlines the distribution of various
objects identified through panoramic keyword detection. It
can be readily applied to both discrete and continuous en-
vironments. Furthermore, the open-vocabulary omnigraph
can handle a wide array of keywords, and also empowers
the model to discern the intrinsic relationship between key-
words. For example, if the agent determines the relationship
between the living room and the television, it can make an
informed decision when instructed to go to the living room,
even if only the television is present in the omnigraph.

Specifically, when the agent arrives at a new viewpoint
a from a previous viewpoint b, and obtains the detection re-
sults, it incorporates the viewpoint a into the graph as a new
node, and adds the undirected edge ⟨a, b⟩ to the omnigraph.
If a is the starting point, only a is added to the graph. During
the navigation, the omnigraph is incrementally refined in
two ways: i) the discovery of viewpoints updates the nodes

and edges, ii) when the agent arrives at a previously vis-
ited viewpoint discovered in an earlier episode Eb in a new
episode Ea, the keyword-panoramic detection will generate
fresh detection results with the new instruction IEa

, which
might have different keywords from the previous instruction
IEb

. The new detection results are then employed to update
the keywords associated with this viewpoint.

3.2. Omnigraph Fusion

After the omnigraph construction, the agent needs to exploit
the information in the omnigraph at each step during its nav-
igation. However, directly feeding the entire omnigraph to
the agent is computationally intensive and inefficient as the
agent only navigates a small area of the entire scene and the
number of detection boxes might be overwhelmingly large.
Hence, we fuse the information of the omnigraph within a
local and ego-centric subgraph and send it to the agent. We
reuse the agent’s instruction encoder to extract the embed-
dings of keywords in omnigraph subgraph, which not only
eliminates the cost of the extra module but also preserves
the semantic consistency between instruction embeddings
and keyword embeddings. Then the extra information for
each keyword is fused to enrich the keyword embeddings.
Here we discuss the omnigraph fusion in discrete and con-
tinuous environments respectively. The overviews of the
two agents are provided in supplementary materials.

3.2.1 OVER-NAV for Discrete Environments

In discrete VLN, the environment is represented as a set of
pre-defined viewpoints, and the agent can navigate through
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the connections between these viewpoints. Following pre-
vious studies, we integrate OVER-NAV into the History
Aware Multimodal Transformer (HAMT) [6] framework to
work with discrete environments.

HAMT [6] trains the agent with both text-modal and
vision-modal inputs. HAMT agent encodes the input in-
struction W = (w1, w2, ..., wL) with L words as instruction
embeddings X = (xCLS , x1, x2, ..., xL) using BERT, and
encodes the panoramic observation Ot = (vo1, v

o
2, ..., v

o
K)

at step t with K different views as observation embeddings
Ot = (o1, o2, ..., oK , ostop). HAMT proposes hierarchi-
cal history encoding to encode the navigation history Ht

at step t, which consists of all the past panoramic observa-
tions O1,...,t−1 and performed actions a1,...,t−1 before step
t. The hierarchical history encoding produces history em-
bedding Ht = (hCLS , h1, ..., ht−1). Then the history em-
bedding and observation embedding are concatenated as vi-
sion modality, while instruction embedding serves as text
modality. The cross-modal transformer fuses them and out-
puts the probability distribution of selecting different views
of observation Ot as the predicted action.

Since the discrete environment is already discretized into
viewpoints, the OVER-NAV agent performs object detec-
tion at each new viewpoint encountered, i.e., at every step.
For an agent positioned at viewpoint p, we prepare the om-
nigraph input using the following steps:

1. Neighbours Identification. Given distance dn, we collect
the neighboring viewpoints that are reachable from the
current position within dn steps as the neighbor set.

2. Inner-viewpoint Detection Box Filtering. For each
neighbor, we filter out most of the detection boxes so
that each keyword detected in this neighbor is associated
with only one detection box with the highest detection
confidence ci.

3. Distance & View Index Assignment. For keyword k of
neighbouring viewpoint v, we assign the distance dkv be-
tween v and the current position to k, and the view in-
dex hk

v which is the direction of the next move the agent
should take to go to v from the current position to k.
Please note that both dkv and hk

v are discrete rather than
continuous, which makes the next step possible.

4. Cross-viewpoint Keyword Filtering. For those keywords
that appear in more than one neighbour and thus have
multiple dkv and hk

v , we select the most frequent dkv and
hk
v as final attributes for k.

After these procedures, the agent obtains a set of dis-
tinct keywords and each keyword has a distance dkv and a
view index hk

v . Following HAMT, we use BERT to ex-
tract the embeddings of keywords, then use the [CLS] to-
ken embeddings ECLS as the representation of each key-
word. The view index hk

v is converted to 4-dimension em-
beddings Ehk

v
= (sin θ, cos θ, sinϕ, cosϕ) where θ and ϕ

are the heading and elevation of view index hv . Therefore,

the fused keyword embedding is computed as:

Ek = LN(WCLSECLS) + LN(Whk
v
Ehk

v
) + Edk

v
, (1)

where Edk
v

is the distance embedding, WCLS and Whk
v

are
learnable weights, and LN is layer normalization. Then all
embeddings of keywords are concatenated:

Emap = Concat(Ek1
, Ek2

, ..., EkN
), (2)

where N is the number of keywords and Eki
is the fused

keyword embedding of the i-th closest keyword ki to the
agent’s current position.

The embedding Emap can be viewed as the text-modal
context that indicates the position of every detected object in
the memory. Therefore, we concatenate Emap to instruction
embeddings X and send them to the agent as text modality.

3.2.2 OVER-NAV for Continuous Environments

VLN in continuous environments discards the pre-defined
viewpoints for navigation and situates the agent in contin-
uous environments with low-level actions. Following pre-
vious studies, we apply our OVER-NAV to continuous en-
vironments by incorporating OVER-NAV into a variant of
Cross-Modal Attention [24], MAP-CMA [25].

MAP-CMA [25] is based on CMA [24], a common base-
line in recent works. CMA is an end-to-end recurrent model
that predicts actions from RGBD observations, the instruc-
tion and previous actions. CMA uses two recurrent net-
works, one for visual history tracking, and the other for
instruction and visual features. MAP-CMA replace the
RGBD observations with occupancy maps and semantic
maps, which are built by using inverse pinhole camera pro-
jection model to 3D pointclouds. MAP-CMA use a Red-
Net [19] feature encoder to form a semantic pointcloud,
which is fine-tuned on thirteen common labels.

The application of OVER-NAV to MAP-CMA is simi-
lar to HAMT, except that OVER-NAV needs to decide the
position of viewpoints, i.e., where the keyword-panoramic
detection should be performed. For an agent at position p,
we prepare the omnigraph input with the following steps:
1. Viewpoint Discovery. Given discovery threshold dvp as

a hyper-parameter, when the agent arrives at a position
whose distances to all recorded viewpoints in the mem-
ory are larger than dvp, this position is registered as a
new viewpoint v and the agent stores the observations
P v
pano. Different from Discrete VLN, we perform the

keyword-panoramic detection with the stored observa-
tions P v

pano at viewpoint v and keywords from current
instruction when the agent arrives at a position whose
distance to v is less than the hyper-parameter viewpoint
detection threshold ddet. ddet < dvp.

2. Neighbours Identification. Given a hyper-parameter dn,
we collect the neighboring viewpoints whose distance to
the current position is less than dn.
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Val-Seen Val-Unseen

# Model PH TH PHI IW TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑ TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑

1 HAMT 10.1 ±0.1 4.2 ±0.1 70 ±1 71 ±1 63 ±1 61 ±1 58 ±1 9.4 ±0.1 4.7 ±0.0 64 ±1 66 ±0 56 ±0 54 ±0 50 ±0

2 TourHAMT ✓ ✓ ✓ ✓ 9.4 ±0.4 5.8 ±0.1 56 ±1 59 ±0 45 ±1 43 ±1 45 ±0 10.0 ±0.2 6.2 ±0.1 52 ±2 52 ±0 39 ±1 36 ±0 32 ±1

3 ✓ ✓ ✓ 10.5 ±0.3 6.0 ±0.2 60 ±1 58 ±1 45 ±2 43 ±2 42 ±1 10.9 ±0.2 6.8 ±0.2 54 ±1 51 ±1 38 ±1 34 ±1 31 ±1

4 ✓ ✓ 10.6 ±0.3 6.0 ±0.1 61 ±1 58 ±1 45 ±1 42 ±1 42 ±1 10.3 ±0.3 6.7 ±0.2 52 ±1 50 ±1 38 ±1 34 ±1 29 ±1

5 ✓ 10.9 ±0.3 6.1 ±0.1 60 ±2 58 ±1 45 ±1 42 ±1 41 ±0 11.0 ±0.6 6.7 ±0.1 52 ±2 51 ±0 38 ±0 34 ±0 28 ±1

6 Ours 9.9 ±0.1 3.7 ±0.1 70 ±0 73 ±1 65 ±1 63 ±1 62 ±0 9.4 ±0.1 4.1 ±0.1 66 ±1 69 ±0 60 ±1 57 ±0 55 ±1

Table 1. The comparison between our method, HAMT and TourHAMT on IR2R. PH: previous episodes’ history; TH: trainable history
encoder; PHI: previous history identifier; IW: inflection weighting. TourHAMT fails to outperform HAMT, while our method achieves
significant improvements in both val-seen and val-unseen datasets. We run each experiment 3 times and report metrics as x̄± σx̄.

Val-Seen Val-Unseen

# Model TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑ TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑

1 CMA 7.8 ±0.4 8.8 ±0.6 27 ±3 42 ±3 18 ±3 17 ±3 39 ±1 7.5 ±0.3 8.8 ±0.2 26 ±1 44 ±1 19 ±1 18 ±1 38 ±2

2 TourCMA 8.0 ±0.4 8.2 ±0.9 30 ±2 44 ±2 20 ±3 19 ±2 40 ±1 7.8 ±0.1 9.0 ±0.2 26 ±1 42 ±1 18 ±0 17 ±1 36 ±1

3 PoolCMA 7.2 ±0.5 9.1 ±0.4 24 ±4 41 ±2 17 ±4 16 ±2 37 ±2 7.3 ±0.2 9.0 ±0.3 23 ±1 42 ±1 16 ±1 15 ±0 36 ±2

4 PoolEndCMA 7.6 ±0.8 8.9 ±0.9 27 ±3 42 ±3 18 ±4 17 ±2 38 ±2 6.9 ±0.2 8.7 ±0.2 25 ±2 44 ±1 18 ±1 16 ±1 38 ±2

5 MAP-CMA 9.4 6.4 48 56 39 36 52 8.5 6.8 44 54 35 32 47
6 Ours 9.5 ±0.9 5.8 ±0.9 49 ±4 59 ±2 39 ±2 36 ±2 56 ±2 8.8 ±0.6 6.5 ±0.2 45 ±2 56 ±1 35 ±1 33 ±1 50 ±2

Table 2. The performance of our method on IR2R-CE. The experiment results of all previous methods are copied from [25]. Our method
and MAP-CMA both use inferred semantics and iterative map construction. Our method gains 4% and 3% t-nDTW improvement on
val-seen and val-unseen datasets respectively. We run each experiment 3 times and report metrics as x̄± σx̄.

3. Inner-viewpoint Detection Box Filtering. This part is the
same as Sec. 3.2.1.

4. Distance & Heading Assignment. Similar to Sec. 3.2.1,
we assign heading hk

v and distance dkv to each keyword.
In this case, dkv and hk

v are continuous.
5. Cross-viewpoint Keyword Filtering. We select the de-

tection box with the highest score for each keyword.
Similar to Sec. 3.2.1, the agent receives a set of distinct

keywords and each keyword has a heading hk
v and distance

dkv . We use the instruction encoder of MAP-CMA to ex-
tract the embedding of every keyword. Then we fuse the
keyword with heading and distance embeddings using lin-
ear transformation. Finally, we perform the attention opera-
tion with the instruction embedding as query and the fused
keyword embedding as key/value. The operation result of
the attention is sent to the model for action prediction.

4. Experiments
Following previous studies [25], we present the experiment
results on IR2R and IR2R-CE in this section.
Dataset IR2R [25] is an iterative version of R2R [1] dataset,
a common evaluation benchmark for Vision-and-Language
Navigation in discrete environments collected from Matter-
port3D [4]. Same as R2R, IR2R is split into training/val-
seen/val-unseen set. IR2R training set contains 14025
episodes from 61 scenes, and each scene has 3 tours. IR2R
val-seen and val-unseen set has 53/11 scenes, 1011/2349
episodes, and 159/33 tours respectively. IR2R-CE [25] is
the iterative version of R2R-CE [24] benchmark, which

transforms the instruction and path in R2R to continuous
form and uses Habitat [40] for environment simulation.

Evaluation Metric Following previous studies [25], we use
t-nDTW [25] to evaluate the performance of different meth-
ods in IVLN. t-nDTW is the tour-version of normalized dy-
namic time warping (nDTW) [17], which is a common met-
ric for evaluation in VLN by measuring the normalized sim-
ilarity between the ground truth path and the agent’s navi-
gation path. Please refer to more details in [25].

Implementation Details We implement our method on
[25] and retain all the hyper-parameters of VLN agents, in-
cluding HAMT and MAP-CMA. The LLM we use for key-
word extraction is GPT-3.5 [2], and the prompts are pro-
vided in supplementary materials. For OVD detection, we
use OWL-ViT [32] with ViT-L/14 backbone [8]. For dis-
crete environments, we set neighbour distance dn as 3. For
continuous environments, we set neighbour distance dn as
7, discovery threshold dvp as 1, and detection threshold ddet
as 0.25. All experiments are conducted on two RTX-3090
GPUs with 24GB memory. We train the model on one GPU
and run the detection model on the other. Please refer to
supplementary materials for details.

Experiment Result The experiment results on IR2R and
IR2R-CE are shown in Table 1 and Table 2. In Table 1, we
compare our method to HAMT baseline and four different
variants of TourHAMT. The performance of TourHAMT
is copied from [25]. For each model, we present Total
Length (TL), Navigation Error (NE), Oracle Success (OS),
nDTW, Success Rate (SR), and Success weighted by Path
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Val-Seen Val-Unseen

# Model TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑ TL NE ↓ OS ↑ nDTW ↑ SR ↑ SPL ↑ t-nDTW ↑

1 Baseline 10.1 ±0.1 4.2 ±0.1 70 ±1 71 ±1 63 ±1 61 ±1 58 ±1 9.4 ±0.1 4.7 ±0.0 64 ±1 66 ±0 56 ±0 54 ±0 50 ±0

6 Type-I 10.1 ±0.2 3.8 ±0.1 70 ±1 73 ±1 65 ±1 62 ±1 61 ±1 9.7 ±0.3 4.2 ±0.1 66 ±1 68 ±0 59 ±1 56 ±0 52 ±1

6 Type-II 10.2 ±0.3 3.7 ±0.1 71 ±1 73 ±1 65 ±1 62 ±1 62 ±0 9.8 ±0.2 4.2 ±0.2 66 ±1 68 ±1 59 ±1 56 ±0 53 ±1

6 Ours 9.9 ±0.1 3.7 ±0.1 70 ±0 73 ±1 65 ±1 63 ±1 62 ±0 9.4 ±0.1 4.1 ±0.1 66 ±1 69 ±0 60 ±1 57 ±0 55 ±1

6 Type-III 9.9 ±0.2 3.6 ±0.1 70 ±0 74 ±1 65 ±0 63 ±1 63 ±0 9.4 ±0.2 4.0 ±0.0 68 ±1 69 ±1 61 ±1 58 ±1 56 ±1

Table 3. The ablation of open-vocabulary keywords. Type-I, Type-II and Type-III adopt different keyword strategies compared to our
method. Type-I limits the keywords to 12 categories and obtains minimal improvement among these models. Type-II retains the attributes
of the 12 keywords and slightly improves the performance of Type-I. Ours retains all open-vocabulary keywords and further gains 2%.
Type-III’s memory contains the detection results in all viewpoints for the keywords of the current instruction in advance, thus achieving
the best performance.

Val-Seen Val-Unseen

# Model nDTW ↑ t-nDTW ↑ nDTW ↑ t-nDTW ↑

1 Ours (dn=1) 73.0 62.1 67.5 53.4
2 Ours (dn=2) 73.3 62.6 68.1 54.0
3 Ours (dn=3) 73.0 62.3 68.7 54.9
4 Ours (dn=4) 72.1 61.2 68.1 54.4
5 Ours (dn=5) 71.9 61.2 68.0 54.2

Table 4. The performance of our method on IR2R with different
neighbour distances dn, which determines the size of neighbour-
ing set. Our method achieves the best performance with dn = 3.

Val-Seen Val-Unseen

# Model DISTANCE VIEW INDEX nDTW ↑ t-nDTW ↑ nDTW ↑ t-nDTW ↑

1 Ours 70.7 58.6 66.1 50.6
2 Ours ✓ 72.2 61.3 67.2 51.3
3 Ours ✓ 72.5 62.0 68.2 53.4
4 Ours ✓ ✓ 73.0 62.3 68.7 54.9

Table 5. The ablation of omnigraph information. We remove
the distance dv and viewindex hv for all keywords. Both dis-
tance dv and viewindex hv contribute to the performance improve-
ment, which indicates the importance of positional information
and structured memory.

Length (SPL) besides t-nDTW. These six metrics are calcu-
lated on the episode level. t-nDTW is the tour-based metric
for IVLN evaluation. As shown in Table 1, TourHAMT fails
to improve the performance using tour navigation history,
while our method gains 4% and 5% improvement in val-
seen and val-unseen set respectively. Moreover, our method
achieves better performance in episode-level metrics, in-
cluding SPL, nDTW, SR, OS and NE. Note that our method
is based on HAMT, the superior performance demonstrate
the benefit of utilizing the history of previous episodes.

Table 2 shows the performance in continuous environ-
ments. We compare our method to CMA [24] and its three
variants, TourCMA, PoolCMA and PoolEndCMA [25].
We also compare our method to MAP-CMA, a strong
baseline for IVLN-CE. Our method gains 4% and 3% t-
nDTW improvement in val-seen and val-unseen set respec-
tively, while achieving better or comparable performance in

episode-level metrics. Note that the performance of MAP-
CMA [25] is copied from the original paper. Our method is
implemented on MAP-CMA with the same experiment set-
ting, i.e., inferred semantics and iterative map construction,
on which MAP-CMA achieves its best performance.

5. Ablation Study
5.1. Ablation on Open-Vocabulary Keywords

To demonstrate the superiority of the open-vocabulary key-
words in our method, here we ablate the Open-Vocabulary
strategy in the three variants of our method in Table 3.
Type-I Following previous studies[3], we collect and fo-
cus on the 12 most common object categories in R2R en-
vironment: {chair, table, cushion, cabinet, shelving, sink,
dresser, plant, bed, sofa, counter, fireplace} (sorted in de-
scending order by number of object instances). Type-I
discards the Keyword Extraction stage and performs the
Keyword-Panoramic Detection with the above 12 categories
as keywords. In this case, the OVD detector in our method
detects the objects in the observations in a close-vocabulary
way, i.e., all detection boxes sent to the agent’s memory are
limited to the 12 categories above.
Type-II Compared to the original method, Type-II only
sends the detection boxes with labels that contain at least
one of the 12 most common objects above. For exam-
ple, “marble kitchen counter” contains “counter” while
“kitchen island” does not contain any class names above.
Thus only “marble kitchen counter” will be sent to the de-
tector and then to the agent’s memory. In contrast, Type-I
only has “counter” in its keywords.
Type-III Type-III shows the performance of models with
oracle keyword detections. After training the agent, we
evaluate the agent twice on the validation seen/unseen
dataset and do not clear the agent’s memory after the first
evaluation. Thus the agent’s memory contains the detec-
tion result of the first evaluation which shares the same key-
words to the second evaluation. Type-III simulates the sce-
narios where all the keywords in the evaluation have been
detected and saved to the memory, while the parameters of
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(b) Omnigraph visualization after 50 episodes in a 100-episode tour.

Figure 3. The visualization of Omnigraph in our method during a 100-episode tour. As the tour proceeds, the omnigraph becomes larger
with more viewpoints and more connections. The keywords attached to viewpoints become more precise and diverse. We show 3 keywords
for each viewpoint at most and omit the extra information (e.g., heading) for simplicity.

the agent are not updated.
Our method outperforms Type-I and Type-II models on

both Val-Seen and Val-Unseen datasets. The difference be-
tween the four models indicates the performance contri-
bution of open-vocabulary detection. Note that Type-III
achieves the best performance because its memory contains
the exact keywords of every episode in advance.

5.2. Ablation on Structured Memory

To demonstrate the effectiveness of our structured memory,
we ablate the two important attributes for each keyword in
omnigraph, distance dv and view index hv . The experi-
ments are conducted in the discrete environment, i.e., IR2R.

Specifically, OVER-NAV fuses distance dv and view in-
dex hv with each keyword. dv indicates the distance be-
tween the agent’s current position and the viewpoint where
the keyword is detected, while hv represents the direction
the agent should move towards to go to the viewpoint where
the keyword is detected. Table 5 shows the ablation exper-
iment results. It can be observed that both attributes, dis-
tance dv and view index hv contribute to the performance
improvement. The ablation of each attribute will decrease
the performance, and the view index hv is more important
than distance dv , because view index hv indicates which
direction the agent should move towards more clearly.

5.3. Sensitivity for Hyper-Parameter Depth dn

Hyper-parameter depth dn is the distance threshold for
neighbour identification as described in Section 3. Neigh-
bour identification only collects the viewpoints whose dis-
tances to the agent’s current position are less than threshold
dn, and sends the collected viewpoints to the following pro-
cedures. Here we analyze the sensitivity for dn. The perfor-
mance of our method with different dn on IR2R is shown in
Table 4. The best performance is achieved when dn = 3.

5.4. Visualization

We visualize the omnigraph in Fig. 3 on IR2R. The tour
shown in Fig. 3 contains 100 episodes in the same scene,
and Fig. 3a and Fig. 3b shows the omnigraph after 5
episodes and 50 episodes respectively. The dots/lines indi-
cate the viewpoint and connectivity between them respec-
tively. The red dots/lines are the viewpoints/connections
visited by the agent in previous episodes, while the white
dots/lines are unvisited. We show 3 keywords for some
viewpoints at most and omit the extra information (e.g.,
heading) for simplicity. As shown in Fig. 3a, the agent nav-
igates a large portion of the scene (66% of all viewpoints)
with a small number of episodes (5% of the instructions).
The keywords from the 5 instructions are limited, but we
can still observe that some open-vocabulary keywords are
correctly detected, e.g., black furniture and indoor dining
table. In Fig. 3b, most of the viewpoints are recorded in
the omnigraph as well as the connectivity. The keywords
attached to the viewpoints are more diverse and precise,
which enhances the representability of the omnigraph and
provides more accurate information for the agent.

6. Conclusion
We propose an open-vocabulary-based method, OVER-
NAV for Iterative Vision-Language Navigation. OVER-
NAV incorporates LLMs and an Open-Vocabulary
detector to construct an omnigraph, which consists
of viewpoints and connections with keywords to de-
scribe the distribution of key objects that are important
for the agent’s navigation. Extensive experiments in
both discrete and continuous environments demonstrate
that omnigraph is a superior and more general struc-
tured memory to memorize and describe the navigation
scene, enabling the agent to utilize the navigation his-
tory of previous episodes in IVLN for better performance.
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