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Abstract
We study source-free unsupervised domain adaptation

(SFUDA) for semantic segmentation, which aims to adapt a
source-trained model to the target domain without access-
ing the source data. Many works have been proposed to ad-
dress this challenging problem, among which uncertainty-
based self-training is a predominant approach. However,
without comprehensive denoising mechanisms, they still
largely fall into biased estimates when dealing with differ-
ent domains and confirmation bias. In this paper, we ob-
serve that pseudo-label noise is mainly contained in unsta-
ble samples in which the predictions of most pixels undergo
significant variations during self-training. Inspired by this,
we propose a novel mechanism to denoise unstable sam-
ples with stable ones. Specifically, we introduce the Sta-
ble Neighbor Denoising (SND) approach, which effectively
discovers highly correlated stable and unstable samples by
nearest neighbor retrieval and guides the reliable optimiza-
tion of unstable samples by bi-level learning. Moreover, we
compensate for the stable set by object-level object paste,
which can further eliminate the bias caused by less learned
classes. Our SND enjoys two advantages. First, SND does
not require a specific segmentor structure, endowing its uni-
versality. Second, SND simultaneously addresses the issues
of class, domain, and confirmation biases during adapta-
tion, ensuring its effectiveness. Extensive experiments show
that SND consistently outperforms state-of-the-art methods
in various SFUDA semantic segmentation settings. In addi-
tion, SND can be easily integrated with other approaches,
obtaining further improvements. The source code is avail-
able at https://github.com/DZhaoXd/SND.
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Figure 1. Comparison of advantages of different uncertain estima-
tion strategies in self-training method for SFUDA.

1. Introduction
Unsupervised domain adaptation (UDA) [47] transfers

knowledge of the labeled-rich source domains to the unla-
beled target domains, providing an effective solution for se-
mantic segmentation towards lower annotation burden [20]
and strong generalization in an open environment [50, 71].
However, the access requirements of source domain data
make it impossible to handle scenarios involving privacy,
property rights protection, and confidentiality [15]. Thus,
this work focuses on a more practical task in semantic
segmentation, source-free unsupervised domain adaptation
(SFUDA) [38, 75], which aims to adapt a source-trained
model to a target domain without accessing the source data.

Currently, self-training is the mainstream technology
to address the SFUDA problem in semantic segmenta-
tion, which strives to adapt the model with high-quality
pseudo-labels produced by uncertain estimation functions,
e.g., probability thresholding [1, 21–23, 35, 73, 85], pertur-
bation consistency [15,29,76], or discrepancy classifier vot-
ing [5, 29, 56, 65, 82, 89]. Generally, a strong cross-domain
self-training method should comprehensively consider the
following aspects. ❶ Generic structure: It does not require
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the adoption of a specific structural design (e.g., a specific
segmentation head) on the source side; otherwise, it would
not be conducive to target deployment [46]. ❷ Class debi-
asing: the less-learned (hard) categories in the source model
should be paid more attention, as the class imbalance prob-
lem often exists in segmentation tasks [1, 21, 43, 58, 90].
❸ Domain debiasing: the self-training method needs to
maintain the adaptability of distinct domains, since the
cross-domain segmentation tasks often face multiple or
compound domains, e.g., different weather conditions. ❹
Confirmation debiasing: since the running confidence of
the model will increase with self-training [3, 86], a strong
self-training method should be able to dynamically adjust
the uncertain estimation function for addressing the confir-
mation bias. However, existing self-training methods for
SFUDA, lacking a comprehensive denoising mechanism,
often fall short in one or more aspects (see Fig. 1(a-c)), lead-
ing to inefficiency and under-adaptation.

Our motivation comes from experimental observations
of implementing the vanilla self-training [1] on SFUDA. As
shown in Fig. 2, for each target training sample at different
iterations, we record 1) its mIoU scores with the ground
truth (mIoU-axis); and 2) the change degrees between the
segmentation results of the current step and the ones ob-
tained by the initial step (stability-axis). Throughout the
training process, we observe that samples with high sta-
bility consistently maintain high mIoU scores, while those
with low stability consistently show low mIoU scores. This
indicates that noise in samples with low stability is the
main contributor to error accumulation during self-training.
Moreover, this issue does not significantly improve as train-
ing progresses. This motivates us to identify stable samples
(i.e., whose pseudo-label change degree are low) and unsta-
ble samples to address the above issue.

To this end, we propose a novel denoising approach,
called Stable Neighbor Denoising (SND), which can effec-
tively discover highly correlated stable and unstable sam-
ples by nearest neighbor retrieval and denoise unstable sam-
ples with the guidance of the stable ones by bi-level op-
timization. Specifically, we resort to bi-level optimiza-
tion [48, 70] to establish the connection between the sta-
ble and unstable sets and guide the evolution direction of
unstable samples. The principle here is that if the model
is trained on unstable samples with correct pseudo-labels,
the loss on stable samples will be also minimized. Im-
portantly, by the analysis of the gradient of bi-level opti-
mization (detailed in Section 3.2), we find that matching
unbiased and highly correlated stable samples for unsta-
ble samples is the key to achieving this principle. This is
because the loss gradients of biased/low-correlation sam-
ples often have non-intersecting/different optimization di-
rections, leading to bias in bi-level optimization for denois-
ing. To tackle this problem, we propose retrieving stable

Figure 2. The plot of the mIoU scores versus stability for each tar-
get sample throughout training. Stability is calculated by the dif-
ference between the initial and the current segmentation. It shows
a positive correlation between mIoU (pseudo-label quality) and
stability. This observation holds during the whole training pro-
cess. Experiments are from the GTA5 → Cityscapes SFUDA task.

neighbors by image style and spatial layout factors to elim-
inate the domain bias in one-step bi-level denoising opti-
mization. In addition,we propose refining the stable sam-
ples into two sets: a whole-stable set and a category-stable
set. Then, we compensate for stable neighbors using di-
verse object-level pasting to eliminate category bias. In this
way, bi-level optimization can efficiently denoise unstable
samples with stable ones under the principle.

Through the above techniques, the proposed SND shows
superiority over previous works as follows. ❶ Generic
structure: SND does not require a specific network structure
on both the source and target sides, endowing its universal-
ity. ❷ Class debiasing: SND constructs stable neighbors
with balanced categories and uses them to guide the adapta-
tion of less-learned categories. ❸ Domain debiasing: SND
denoises distinct domains by retrieving neighbors with sim-
ilar domain factors and can handle complex compound do-
main scenarios (See Table. 3). ❹ Confirmation debiasing:
SND designs a stability-oriented denoising mechanism that
filters out noisy pseudo-labels without the need for proba-
bility or prototype distance, thereby mitigating confirmation
bias (See Fig. 6). Extensive experiments show that SND
consistently outperforms state-of-the-art methods in various
SFUDA semantic segmentation settings.

2. Related Work
Unsupervised Domain Adaptation. Domain adaptive se-
mantic segmentation has achieved significant adaptabil-
ity improvements in multiple adaptation scenarios such as
synthesis-to-reality [10, 21–23, 56], cross-weather [31, 53,
54], multi-source [18, 69], etc. Overall, the current work
mainly realizes cross-domain transfer from the following
aspects. 1) Use the source domain data to learn a gener-
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alized representation [8]. This line of work employs data
augmentation (e.g. copy-paste [58], random masking [23])
and domain randomization (e.g. expanding image styles
[12, 24, 30, 56, 81, 88]) to expand the representation space
of source domain models. 2) Align the source and target
domains. The following works adopt a variety of domain
alignment strategies (e.g. adversarial training or statisti-
cal matching) in a variety of alignment spaces (e.g. pixels
space [7,20], Fourier space [77], features space [49,63,66],
output space [41,59,61], etc.), reducing the statistical differ-
ence of both domains. 3) Target characteristic mining. Most
of such works use augmentation consistency [2, 11, 44, 82]
and pseudo-labels [6, 81] to further improve the model’s
adaptive ability, e.g. tail category and local distribution.
Source-Free Unsupervised Domain Adaptation
(SFUDA). In classification tasks, prior SFUDA works
propose implicit distribution alignment [14, 37], instance
contrast [83], and model perturbation [27] to align domains
without source data. In segmentation tasks, the above idea
is hard to adopt due to complex semantic feature spaces.
Most SFUDA works for segmentation adopt self-training,
which filters and retrains the well-adapted pixels or regions
through probability thresholds [85], data [25] or model
discrepancy [15, 29], but they often fall into various biases.
Noisy Label Learning. SFUDA can be viewed as a noisy
label learning problem [74, 78, 87]. Currently, noisy la-
bel learning is mostly discussed on classification tasks.
The mainstream technologies include robust loss design
[42, 67, 84], self-label correction [9, 33], prototype denois-
ing [17], meta-learning based denoising [48, 70], etc. Most
of those methods are designed for instance-level and are not
suitable for pixel-level segmentation tasks. In particular, the
prototype [34, 82] and meta-learning [16] based denoising
methods have been applied to UDA segmentation tasks, but
their dependence on source data limits on SFUDA.

3. Method
Preliminary. In the setting of source-free unsupervised
domain adaptation (SFUDA), we are given a segmenta-
tion model H with parameter Θ pre-trained on the labeled
source dataset Ds = {(xi

s, y
i
s)}

Ns
i , and the unlabeled target

dataset Dt = {xi
t}

Nt
i . The goal is to adapt the network H

and achieve low risk on the target dataset without access-
ing the source data Ds. To achieve this goal, most works
mainly conduct self-training to optimize theH as follows,

Θ⋆ = argmin
Θ

Nt∑
i

H×W∑
l

ω(i,l)L[H(x(i,l)
t |Θ), ŷ

(i,l)
t ], (1)

where L is the cross-entropy loss and ŷt is the pseudo-label.
ω is a weighting factor calculated by uncertainty, in which
the lower the uncertainty, the closer the value is to 0. This
paper proposes stable neighbor denoising techniques to es-
timate ω in an unbiased way.

3.1. Division of Stable & Unstable Sets
Following the observation in Fig 2, we aim to divide

target domain samples into stable and unstable sets by the
change degree (also called evolution stability) of their seg-
mentation results during the vanilla self-training [1]. For-
mally, for each target sample xi

t, we define its evolution sta-
bility (ES) at τ -th iteration as follow,

ESi,τ =

H×W∑
l

SIM[H(xi,l
t |Θ0),H(xi,l

t |Θτ )], (2)

where SIM[·] is the cosine similarity. Θτ represent the pa-
rameters of the model at τ -th iteration during self-training.
The larger the ES value of the sample, the more stable it
is. As ES may fluctuate in different degrees of domain
shift tasks, it is hard to set a suitable threshold to determine
whether it is stable. Instead, we take the top-k% ranked
highly stable samples to divide the Dt into the stable set
Dse and the unstable set Due as follows,

Dse = {(xi
t, ȳ

i)|xi
t ∈ Dt,ES

i,τ ∈ ⊤k}, (3)

Due = {xi
t|xi

t ∈ Dt,ES
i,τ /∈ ⊤k}. (4)

Next, the main challenge is how to utilize Dse to assist in
predicting unbiased ω of Due.

3.2. Build Relations between Stable & Unstable Sets

An intuitive way is to exploit the cross-image feature
similarity [68] of samples in the two sets to build relations.
However, we find that the un-adapted source-trained model
fails to capture this cross-image feature similarity because
the representation ability of deep networks is always insuf-
ficient under the domain shift (see Table 3). Instead, we
propose to build relations between the two sets from an op-
timization perspective and utilize bi-level learning [48, 70]
to achieve this. In a nutshell, we formulate each optimiza-
tion step as the inner- and outer loops, in which the former
learns uncertainty parameter ω for the latter.

Specifically, for m-th optimization step, in the inner
loop, the optimizable ω is first initialized as ω0 and the
model with parameters Θm is optimized on unstable sam-
ples by Eq.1,

Θm+1
inner = argmin

Θ

∑
xt∈Due

H×W∑
l

ωi
0L[H(x

(i,l)
t |Θm), ŷ

(i,l)
t ].

(5)
ωi
0 is simply set to be an all-one matrix. For op-

timization, Eq. 5 can be approximated by one- or
multi-step gradient calculation, i.e., Θm+1

inner = Θm −
α
∑

xt∈Due
ωi
0
∂L(xi

t|Θ
m)

∂Θ |Θm , where α is the inner-loop
learning rate. It can be seen that ω is differentiable relative
to Θm+1

inner. Subsequently, we optimize the ω by enforcing
the optimized model with parameters Θm+1

inner also achieves
low risk on the stable samples in Dse,
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Figure 3. The pipeline of the proposed Stable Neighbor Denoising (SND). It is formed by the student-teacher model [57]. In each
optimization, SND performs the inner and outer optimizations sequentially. In the inner loop (red line), SND utilizes the style Qstyle and
the layout Qlayout factors to retrieve stable neighbors for unstable samples and then performs category compensation to reduce category
bias. Thereafter, SND executes Eq. 8 using the teacher model to obtain the unbiased uncertainty map ω⋆ and initial pseudo-label ŷt. In the
outer loop (black line), SND performs Eq. 7 to optimize the student model. EMA denotes the Exponential Moving Average.

ω⋆ = argmin
ω

∑
(xt,ȳt)∈Dse

H×W∑
l

L[H(x(i,l)
t |Θm+1

inner), ȳ
(i,l)
t ].

(6)
This object is driven by the following principle: ω is op-

timized to increase/decrease the weight of these regions so
that the model optimized on the unstable set samples has
a small/large loss on the stable set. In this way, we estab-
lish an implicit relation between stable and unstable sets,
because optimizing noisy regions of unstable samples has
misleading optimization goals. Finally, in the outer loop,
the model can be optimized by the learned ω⋆,

Θm+1
outer = argmin

Θ

∑
xt∈Due

H×W∑
l

ω⋆L[H(x(i,l)
t |Θm), ŷ

(i,l)
t ].

(7)
Problem Discussion. One important question in the above
learning strategy is, does this principle work by taking arbi-
trary samples from the stable and unstable set to optimize?
We present further analysis of the optimization of ω to an-
swer this question. For optimization, Eq. 6 is performed by
gradient descent as follows,

ω⋆ = ω0 − β
∑

xt∈Dse

∂L(xi
t|Θm+1

inner)

∂ω
|ω0

= ω0 − β
∑

xt∈Dse

∂L(xi
t|Θm+1

inner)

∂Θ
|
Θm+1

inner
· ∂Θ

m+1
inner

∂ω
|ω0

= ω0 +

β
∑

xt∈Dse

∂L(xi
t|Θm+1

inner)

∂Θ
|
Θm+1

inner︸ ︷︷ ︸
Loss gradient of stable set

·α
∑

xt∈Due

∂L(xi
t|Θm)

∂Θ
|Θm

︸ ︷︷ ︸
Loss gradient of unstable set

.

(8)

Thus, when the continuous loss gradient on the stable

Style set 1

Style set 2

Style set 3
Style set 4

Layout set 1

Layout set 2

Layout set 3

Layout set 4

(a). Cityscapes ACDC task (b). GTA     Cityscapes task 

Figure 4. Loss gradient directions in bi-level optimization. It is
shown by computing the average gradient direction of different
sets of classifier weights (ASPP) using the true labels. The black
lines are inner-loop and the other colored lines are outer-loop.

samples in Dse has a similar direction to that on the unsta-
ble samples inDue, the ω value of the corresponding area of
the unstable samples will increase, and vice versa. This in-
dicates that optimizing noisy pseudo-labels would deviate
from the optimization goal of stable samples and thus ex-
plains why noise in pseudo-labels can be estimated. More-
over, Eq. 8 also gives us the answer that arbitrarily selecting
samples from the two sets will induce bias in the estimation
on ω, especially for samples with low correlation. This is
because heterogeneous data always enjoy different optimal
weight spaces [26], which will mislead the estimation of ω.
We provide below a detailed analysis.

Reason & Analysis (1) We find that samples from both sets
suffering large domain shifts tend to have large differences
in optimization directions, which will cause the optimiza-
tion of ω in Eq. 8 to be weakened by domain differences
rather than the pseudo-label noise. As shown in Fig. 4, de-
spite using real labels in bi-level optimization, domain fac-
tors (e.g. the spatial layout or image style) will still bias the
optimization direction. (2) We find that samples from both
sets with inconsistent category distribution cannot produce
intersecting gradients in Eq. 8, causing the corresponding
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gradient of ω to be 0 as well. Moreover, in actual opti-
mization, it is unacceptable to use massive stable samples
to perform multi-step gradient descent for Eq. 6 due to huge
computational and memory overhead. As a result, stable
and unstable samples always suffer from mismatched class
distributions, resulting in no gradient for missing classes.

In conclusion, it is reasonable to argue that matching
highly correlated samples from two sets is critical for un-
biased uncertain estimation.

3.3. Stable Neighbor Denoising

We propose to query the stable neighbor with similar do-
main properties for each unstable sample and compensate
for missing categories for the neighbor, resulting in an un-
biased estimate of ω. In the querying part, following the
observation in Eq. 4, we specify domain factors, namely
image style and spatial layout, as the proxy for querying.

Specifically, for image style, a series of works [36, 77]
pointed out that the Fourier amplitude spectrum has a strong
correlation with the image style. Thus, we adopt the flat-
tened vector of the low-frequency Fourier amplitude spec-
trum as the style proxy, i.e., Qstyle = Low(A(F(x)).
For spatial layout, [32] shows that the row-wise and
column-wise label statistical histogram vectors can repre-
sent the spatial distribution. Thus, we use the pseudo-
labels of both sets samples for computation as an alterna-
tive, i.e., Qlayout = [Qrow

layout,Qcol
layout], where Qrow,c

layout =∑
row argmax[H(xl

t|Θ
m)]=c∑

row

∑
column argmax[H(xl

t|Θm)]=c
, c ∈ [0, 1, ...C], and C

is the number of categories. With Qstyle and Qlayout, we
can retrieve the nearest stable neighbor xi

neib ∈ Dse for the
unstable sample xi ∈ Due via the similarity between the
proxy vectors.

The retrieved domain-associated neighbors may still suf-
fer from missing categories, leading to problems described
in the analysis (2). Thus, we further propose to borrow the
missing class objects from other stable samples and paste
them to the neighbor as compensation. However, the tail
categories in the stable set Dse may be scarce, making the
objects to be copied far less abundant. To enrich the diver-
sity of tail categories, we additionally maintain top-k ranked
stable category sets Dc

sec = {(xi, ȳi)|xi ∈ Dt,ES
i,m,c ∈

⊤k} for each category c as the supplement. We name the
Dse as a stable whole set and the Dc

sec as a stable category
set for distinction. Subsequently, the nearest stable neigh-
bor xi

neib ∈ Dse can be compensated as follows,

x̄i
neib, ȳ

i
neib = CP[(xi

neib, ȳ
i
neib), (xmix, ȳmix) ∈ Dc

sec],
(9)

where CP[·, ·] is the copy-paste operation [58] that copies
objects from the latter to the former.

Through these efforts, we can use unbiased stable neigh-
bors x̄i

neib for Eq. 6 to denoise unstable samples in an un-
biased way. Fig. 3 shows the pipeline of the proposed SND

Algorithm 1 The training step of SND.
Input: Target data Dt, source-trained segmentation net-

workH with parameter Θ, max iteration M .
Output: Well-adapted segmentation modelH.
1: Split Dt into Dse and Due via vanilla self-training by

Eq. 2, Eq. 3 and Eq. 4
2: Initialize the teacher student model as Θtea and Θstu

3: for m← 0 to M − 1 do
4: Sample batch samples {xi

t}Bi=1 ∈ Due

5: Inner loop Optimization:
6: Retrieve nearest stable neighbor (xi

neib, y
i
neib) ∈

Dse for each unstable sample xi
t byQstyle andQlayout

7: Compensate (xi
neib, y

i
neib) by Eq. 9

8: Optimize Θtea by Eq. 8 to obtain the uncertainty ω⋆

and pseudo-label ŷt
9: Outer loop Optimization:

10: Update Θstu by Eq. 7 with ω⋆ and ŷt.
11: Update Θtea by exponential moving average
12: end for
13: Return Adapted modelH with Θtea.

and the corresponding is shown in Algorithm 1. Algorithm
1 implements our SND within the student-teacher frame-
work [57] to align with existing methods. See detailed ex-
planations and ablation in the Appendix.

4. Experiments
4.1. Datasets & Setup

Datasets. GTA5 [51] dataset provides 24,999 game-
rendering urban scene images with a resolution of
1914×1024. SYNTHIA [52] dataset includes 9,400 virtual
images with a resolution of 1280×760. We use 19 and 16
common categories in these two datasets respectively as
source data. Cityscapes [13] dataset contains 3,975 real
urban scene images from 50 different cities in primarily
Germany, with a resolution of 2048×1024. ACDC [55] is
the real-world dataset on adverse visual conditions, which
comprises diverse weather scene images with a resolution
of 1280×720. BDD100K [80] is a compound real-world
dataset consists of 8000 training images and 1000 verifica-
tion images with a resolution of 1280×720.
Setup. We conduct experiments using the Convolutional
and Transformer structures respectively. For Convolutional
structures, we adopt the Deeplab-v2 [4] with ResNet-101
[19] as the segmentation model. SGD optimizers are used
for both inner and outer optimization, where the outer opti-
mizer is set an initial learning rate (β) to 2.5 × 10−4 with
weight decay 0.01 while the inner optimizer is set a fixed
learning rate (α) of 0.01. The batch size is set as 4, and the
framework is trained for 20,000 iterations on all SFUDA
tasks. For Transformer structures, we adopt the SegFormer
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DTST (CVPR’23) [85] 93.5 57.6 84.7 36.5 25.2 33.4 44.7 36.7 86.8 42.8 81.3 62.3 37.2 88.1 48.7 50.6 35.5 48.3 59.1 55.4
CrossMatch(ICCV’23)† [79] 95.1 67.8 87.7 51.3 41.5 36.3 47.4 51.3 87.8 47.8 87.3 67 34.2 87.5 41 51.8 0 42.6 46.4 56.4

CROTS(IJCV’24) [40] 92 52.4 85.9 37.3 35.8 34.6 42.2 38.4 86.9 45.6 91.1 65.1 36.1 87.3 41.6 51.1 0 41.4 56.2 53.7
SND (Ours) 93.0 54.0 84.6 35.6 30.3 31.0 41.9 41.6 87.6 44.6 86.4 62.6 38.5 87.5 48.7 42.9 36.6 49.5 58.7 55.6

DTST + SND (Ours) 93.9 60.0 86.7 38.6 35.9 37.5 43.4 48.3 87.6 44.6 90.1 65.3 39.9 88.5 54.9 44.4 33.1 49.9 60.9 58.1

Source-free Synthetic-to-Real: Synthia→ Cityscapes (Val.)

HCL (NIPS’21) [25] 86.7 38.1 82.7 10 0.6 30.3 25.4 29.7 82.8 - 85.9 61.9 24.8 84.5 - 38.9 - 22.6 37.9 46.4
SFDASEG (ICCV’21) † [29] 90.5 50.0 81.6 13.3 2.8 34.7 25.7 33.1 83.8 - 89.2 66.0 34.9 85.3 - 53.4 - 46.1 46.6 52.3

DTST (CVPR’23) [85] 88.9 45.8 83.3 13.7 0.8 32.7 31.6 20.8 85.7 - 82.5 64.4 27.8 88.1 - 50.9 - 37.6 57.3 50.7
CrossMatch(ICCV’23)† [79] 91.5 55.5 85.4 34.4 8.3 40.8 40.0 44.4 86.6 - 84.3 62.4 22.0 88.3 - 60.0 - 40.6 45.6 55.6

CROTS(IJCV’24) [40] 89.4 41.6 82.7 15.1 1.2 34.7 33.7 25.7 83.7 - 87.9 66.6 34.6 85.4 - 45.9 - 43.5 49.6 51.3
SND (Ours) 88.1 47.4 80.1 28.1 32.2 34.9 33.6 41.3 83.3 - 86.7 59.9 27.2 86.7 - 48.1 - 36.2 52.5 54.1

DTST + SND (Ours) 88.7 43.7 83.6 32.1 26.0 32.4 38.0 44.7 87.2 - 87.9 62.2 35.5 87.4 - 40.4 - 46.9 57.2 55.9

Source-free clean-Adverse-Weather: Cityscapes→ ACDC (Test)

URMDA (CVPR2021) † [15] 74.1 25.6 43.5 19.5 24.3 25.9 48.6 43.2 66.2 27.5 79.8 45.0 20.9 70.7 36.8 35.9 32.7 27.7 29.9 40.9
HCL (NIPS2021) [25] 72.6 24.7 68.5 21.4 19.4 31.0 51.8 46.5 71.8 28.5 81.2 43.8 21.5 76.8 42.8 44.4 36.1 30.1 24.0 44.0

SFDASEG (ICCV21) † [29] 73.5 29.0 70.7 19.7 21.9 36.1 53.2 51.4 72.0 31.1 85.3 41.5 26.2 76.4 41.9 46.1 39.8 33.3 32.0 46.4
DTST (CVPR2023) [85] 73.4 28.5 69.7 16.7 20.5 32.8 50.2 51.1 71.5 30.8 85.0 50.8 22.3 71.6 40.3 41.7 35.6 31.9 38.2 45.4

SND (Ours) 74.8 27.6 69.3 23.6 26.3 36.5 52.8 54.6 75.5 35.0 84.8 52.5 25.5 78.8 44.9 48.1 37.6 31.1 34.9 48.1
DTST + SND (Ours) 73.4 29.4 70.9 22.0 25.1 38.5 54.6 55.5 77.7 35.2 86.6 53.4 27.4 80.9 45.6 49.0 41.0 36.7 40.4 49.6

Source-free Open-compound: GTA→ BDD100k (Test)

URMDA (CVPR’21) † [15] 83.9 38.3 78.7 9.6 7.3 29.1 11.1 4.9 70.7 - 74.2 53.8 15.0 81.2 - 35.0 - 22.8 30.5 40.4
HCL (NIPS’21) [25] 88.6 39.2 81.0 8.2 7.9 28.4 11.4 5.7 71.0 - 77.2 54.2 16.0 81.8 - 41.4 - 22.6 31.4 41.6

SFDASEG (ICCV’21) † [29] 87.9 40.2 80.6 13.1 8.2 30.2 22.8 17.1 71.1 - 78.1 51.4 27.9 80.2 - 43.7 - 30.3 42.3 45.3
DTST (CVPR’23) [85] 83.1 39.9 64.9 8.9 14.5 29.5 27.0 27.1 71.9 - 83.2 52.9 31.3 74.7 - 41.1 - 30.0 42.1 45.2

SND (Ours) 84.1 42.6 74.1 15.2 21.2 31.1 31.0 25.5 70.4 - 83.9 52.8 33.9 79.9 - 39.1 - 37.5 41.9 47.8
SND + DTST (Ours) 86.5 44.4 77.3 21.3 22.9 32.4 33.0 27.4 69.6 - 86.7 54.3 34.3 82.1 - 39.4 - 38.3 42.4 49.5

Table 1. Comparison of SND with state-of-the-art works on the tasks of source-free domain adaptation in semantic segmentation. The
model is deeplab-v2 with ResNet101. The report metric is IoU(%). †denotes using the specific network on the source side, e.g., SFDASEG
using multiple heads, CrossMatch using two segmentation models with depth estimation. DTST+SND means using the minority class
resampling strategy in DTST [85], as minority class adaptation is very challenging in source-free UDA.

[72] with MiT-B5 [72] . AdamW [39] and Adam [28] opti-
mizer are used for inner and outer optimization respectively,
where the outer optimizer is set an initial learning rate (β)
6× 10−5 with weight decay 0.01, while the inner optimizer
is set a fixed learning rate (α) of 0.01. The batch size is
set as 2 and the model is trained for 20,000 iterations on all
tasks. For set dividing, we use the stability (ES) evaluated at
10k (τ ) iterations and regard the top 5% (k%) ranked stable
samples as the stable set for all adaptation tasks.

4.2. Comparison with State-of-the-art Alternatives

Performance Comparison on SFUDA. We compare our
methods with the state-of-the-art approaches on source-
free unsupervised domain adaptive semantic segmentation
(SFUDA), including adapting to single and compound tar-
get domains. Table 1 shows that the proposed SND achieves
the best performance on all SFUDA tasks. Moreover,
SND can be combined with other method (DTST [85])
and achieves further significant improvements. In the two
synthetic-to-real SFUDA adaptation tasks, our approach
(SND+DTST) surpasses the second-highest methods by
2.7% and 3.1%, respectively. On real-to-real adaptation
tasks, i.e., ACDC with various weather conditions, our ap-

Continual source-free adaptation: Cityscapes→ACDC
Time t −→

Fog Night Rain Snow mIoU
Source model [72] 69.1 40.3 59.7 57.8 56.7

TENT ∗ [62] 68.5 36.3 59.9 54.7 54.9
CoTTA ∗ [64] 70.4 41.6 63.9 60.8 59.2

HCL [25] 70.0 39.9 63.7 61.2 58.7
SFDASEG † [29] 70.1 42.1 62.4 61.8 59.1

SND 72.1 43.1 66.3 65.6 61.8

Table 2. Comparison on the tasks of continual source-free do-
main adaptation semantic segmentation. The segmentation model
is SegFormer with MiT-B5 as the backbone. ∗means we use the
target domain data for multiple round adaptations rather than one
round in the original paper.

proach (SND+DTST) still maintains excellent performance,
improving the performance of the current best method (SF-
DASEG [29]) by 3.2%. When adapted to the more chal-
lenging open-compound domain BDD100k, the proposed
method (SND+DTST) achieves a large performance gain,
surpassing the second-highest method by 4.2%. The perfor-
mance under various conditions proves that our method can
effectively cope with the pseudo-label noise in complex en-
vironments, and alleviate the bias problem in SFUDA tasks.
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Unweighted PE. [62] MCC. [89] DAC. [29] MPC. [15] PD. [82] CIA. [68] SND

GTA→ Cityscapes 49.6 50.5 (+0.9) 52.1 (+2.5) 51.7 (+2.1) 51.6 (+2.0) 50.9 (+1.3) 49.8 (+0.2) 55.6 (+6.0)
Synthia→ Cityscapes 48.2 49.5 (+1.3) 52.9 (+2.7) 49.4 (+1.2) 51.5 (+3.3) 49.7 (+1.5) 47.2 (-1.0) 54.1 (+5.9)
Cityscapes→ ACDC 43.1 41.3 (-1.8) 45.1 (+2.0) 42.9 (-0.3) 43.0 (-0.1) 39.1 (-4.0) 39.2 (-3.9) 48.1 (+5.0)
GTA→ BDD100k 42.1 41.5 (-0.6) 44.8 (+2.7) 41.2 (-0.9) 42.9 (+0.8) 40.5 (-1.6) 37.1 (-5.0) 47.8 (+5.7)

Table 3. Ablation experiments on uncertainty estimation for source-free cross-domain segmentation tasks. We compared the follow-
ing uncertainty estimation methods, probability entropy (PE.) [62], multi-classifier consistency (MCC.) [89], data augmentation con-
sistency (DAC.) [29], model perturbation consistency (MPC.) [15], prototype distance (PD.) [82], cross-image association [68](CIA.).
‘Unweighted’ means original pseudo labels.

Division metric GTA→ Cityscapes Cityscapes→ ACDC

Image-level entropy [45] 52.9 45.1
Patch-level entropy [59] 51.7 43.6

Image-level loss [74] 52.7 44.1
Domain distance [60] 51.6 42.4

Stability 55.6 48.1

Table 4. Comparison of the subset division metrics.

Query GTA→ Cityscapes Cityscapes→ ACDC

Random 54.2 44.7
Qlayout 55.3 44.9
Qstyle 55.1 47.5

Qlayout +Qstyle 55.6 48.1

Table 5. Ablation study of querying stable neighbor strategies.
Random means randomly selecting stable samples from Dse.

Performance Comparison on Continual SFUDA. As
real-world machine systems always operate in non-
stationary environments, we also verify the effectiveness of
our approach in the continual adaptation setting. In Table
2, our method maintains good performance, with an aver-
age adaptability increase of 5.1% in multiple domains under
continual settings, showing obvious advantages compared
with other methods. It is verified that our method can bet-
ter adapt to multi-domain environments and alleviate model
degradation caused by domain bias and confirmation bias.

4.3. Ablation Study

Effectiveness of denoising module. In Table 3, we ab-
late the denoising part, i.e., SND, and compare it with al-
ternatives. In two synthetic-to-real SFUDA experiments,
SND achieves a performance improvement of nearly 6%,
showing optimal competitiveness than other alternatives. In
multiple and compound adaptation tasks, SND produces
a performance improvement of nearly 5%. On difficult
transfer tasks, SND exhibits stable cross-domain adaptabil-
ity, whereas other alternatives suffer from severe perfor-
mance degradation. The effectiveness of SND is mainly
contributed to its accurate estimation of uncertain and com-
prehensive denoising capabilities.
Effectiveness of the Stability Metric. In Table 4, we
compare the proposed stability with other adaptability met-
rics for subset division, including regional entropy [45, 59],
image-level loss [74], and domain distance [60]. Denois-
ing using stability metrics shows obvious advantages on two
adaptive tasks, with gains increased by 2.7% and 3.0% com-

Category compensation GTA→ Cityscapes Cityscapes→ ACDC

None 53.0 46.3
Dse 54.2 47.1
Dsec 55.6 48.1

Table 6. Variants of category compensation methods. ‘None’
means not applying compensation. ‘Dse’ and ‘Dsec’ means we
select samples from Dse and Dsec for compensation.

pared to the second competitor. We think it contributes to
the ability to screen more reliable samples to provide effec-
tive support for denoising.
Effectiveness of Query Methods. In Table 5, we verify the
impact of different retrieval factors on adaptability. It shows
that gradually adding domain-related factors for retriev-
ing stable neighbors can improve adaptability. In special,
on complex compound domain adaptation task, Cityscapes
→ ACDC, retrieving by domain factors shows greater im-
provements. This further verifies matching highly corre-
lated neighbors is crucial for bi-level optimization.
Effectiveness of Category Compensation. In Table 6, we
verify the impact of category compensation on adaptability.
Using the stable setDse as the copy object for compensation
improves performance by 1.2% and 0.8% on two tasks re-
spectively, verifying the impact of missing categories on de-
noising. Furthermore, adding category stable sets as repli-
cation objects can improve the performance by 1.4% and
1.0%, showing that diversity compensation is more con-
ducive to reducing the bias of bi-level optimization.

4.4. Qualitative assessment

Visualization of the Learned Uncertainty Map . Fig. 5
presents the learned uncertain map ω on two SFUDA tasks.
It can be seen that the uncertainty maps from probability en-
tropy [61] and multi-classifier voting [56,82] contain a large
amount of noise. Moreover, in the harder open-compound
task Cityscapes→ACDC, the estimation bias of their meth-
ods is more obvious in difficult domain data, which will
be a predisposing factor for error accumulation. In con-
trast, SND alleviates bias estimation and presents more rea-
sonable uncertainty maps for different categories and do-
mains. Moreover, our SND even can give accurate estima-
tion against noise at the segmentation edges.
Denoising Effect during Training. In Fig. 6, we plot
the mIoU scores on the validation during training to show
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Image Prediction Ground Truth Entropy Prototype Ours Diff. GT
(b). Open-compound source-free adaptation

(a). Single-target source-free adaptation
Image Prediction Ground Truth Entropy Prototype Ours Diff. GT

Figure 5. Visualization of different uncertainty estimation results on both GTA → Cityscapes and GTA → BDD100k tasks. Diff.GT
denotes the ground truth estimation mask. Entropy map is shown by probability entropy [61]. Prototype map is shown by the difference
between the Aspp classifier and prototype classifier [56, 82].

Figure 6. Comparison of the mIoU score (%) curve on the valida-
tion set during training on two transfer tasks.

the denoising effect. In single-target adaptation (a), com-
pared with DTST [85], SND shows stronger denoising abil-
ity, allowing the model to achieve faster convergence speed
during training and to obtain better performance. In multi-
target adaptation (b), DTST degrades in the later stages of
training, which shows that more difficult adaptation tasks
place higher requirements on denoising. In contrast, SND
shows a better denoising effect and can effectively alleviate
model degradation.

4.5. Hyperparameter Sensitivity

In Table 7, we analyze the sensitivity of the hyper-
parameter top-k% and τ in Eq. 2 on the two SFUDA tasks
across three runs. For k, we set the range from 1 to 10, be-
cause too small k cannot select enough valuable samples,
while too large k will inject massive noise into the stable
set. On the two tasks, the fluctuation range of mIoU is

k (%) 1.0 2.5 5.0 7.5 10.0

GTA→ Cityscapes 57.8 57.9 58.1 57.8 57.8
Cityscapes→ ACDC 49.9 50.2 50.7 50.4 49.8

τ (×1000) 2 4 8 10 12

GTA→ Cityscapes 57.9 58.0 58.1 58.1 58.1
Cityscapes→ ACDC 50.5 50.6 50.7 50.7 50.7

Table 7. Sensitivity study of the hyper-parameter k and τ .

within 0.5% and 0.8%, showing that SND is not sensitive
to k. For τ , we set the range from 2, 000 to 12, 000 to ver-
ify the impact of the stability evaluation iteration on SND
for selecting stable samples. Results show that SND has
very small fluctuations in performance, within 0.3%. This
indicates that SND is not sensitive to τ and also verifies the
observation in Fig. 2 from the side.

5. Conclusion
In this work, we propose Stable Neighbor Denoising to

perform unbiased denoising for the SFUDA semantic seg-
mentation tasks. SND detects and suppresses noise in unsta-
ble samples by establishing the connection between the sta-
ble and unstable samples through bi-level optimization. The
proposed retrieval nearest neighbor strategy and category
compensation strategy further reduce the bias of bi-level op-
timization, thereby achieving effective denoising. Extensive
experiments on different source-free adaptation scenarios,
backbones, and ablations show that SND effectively esti-
mates the noise of pseudo-labels and achieves state-of-the-
art performance on all benchmarks.
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