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(a) Consistent class distribution
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(b) Uniform class distribution

0 1 2 3 4 5 6 7 8 9
Class index

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

Ra
ito

 o
f d

at
a 

qu
an

tit
y Data quantity

Entropy

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

Av
er

ag
e 

en
tro

py

(c) Reversed class distribution
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(d) Test accuracy gain

Figure 1. Experimental results on CIFAR10-LT [24]. (a)-(c): Class distribution of unlabeled data quantity and entropy for three typical
settings, which have the same labeled data quantity distribution but differ in unlabeled ones. Both the data quantity and entropy are the
statistical averages within one epoch after model convergence. Unexpected discrepancies are observed across all settings between the
distribution of data quantity and entropy, particularly for head and tail classes. Notably, classes 3-6 exhibit the highest entropy, indicating
greater uncertainty. (d): Test accuracy gain brought by BEM for various LTSSL frameworks in consistent setting.

Abstract

Data mixing methods play a crucial role in semi-
supervised learning (SSL), but their application is unex-
plored in long-tailed semi-supervised learning (LTSSL). The
primary reason is that the in-batch mixing manner fails to
address class imbalance. Furthermore, existing LTSSL meth-
ods mainly focus on re-balancing data quantity but ignore
class-wise uncertainty, which is also vital for class balance.
For instance, some classes with sufficient samples might
still exhibit high uncertainty due to indistinguishable fea-
tures. To this end, this paper introduces the Balanced and
Entropy-based Mix (BEM), a pioneering mixing approach
to re-balance the class distribution of both data quantity
and uncertainty. Specifically, we first propose a class bal-
anced mix bank to store data of each class for mixing. This
bank samples data based on the estimated quantity distri-
bution, thus re-balancing data quantity. Then, we present
an entropy-based learning approach to re-balance class-
wise uncertainty, including entropy-based sampling strategy,
entropy-based selection module, and entropy-based class
balanced loss. Our BEM first leverages data mixing for im-
proving LTSSL, and it can also serve as a complement to the
existing re-balancing methods. Experimental results show
that BEM significantly enhances various LTSSL frameworks

and achieves state-of-the-art performances across multiple
benchmarks.

1. Introduction
Semi-supervised learning (SSL) capitalizes on unlabeled
data to reduce the cost of data labeling and boost the perfor-
mance of models [15, 25, 32, 37, 42]. The general paradigm
of most approaches is to randomly generate two views
of an image with various augmentation methods and then
use the output of one as the pseudo label to supervise the
other [7, 38, 51]. As a simple and effective augmentation
technique introduced in supervised learning [3, 17, 20, 43],
data mixing is widely used in SSL algorithms [4, 5, 44],
further enhancing model generalization and performance.

However, most existing SSL algorithms assume a bal-
anced dataset, ignoring the real-world prevalence of long-
tailed class distributions [2, 10, 18, 19, 53, 54]. To deal
with this class imbalance scenario, various long-tailed semi-
supervised learning (LTSSL) methods have been proposed,
such as re-sampling [46], logit alignment [30, 47], and
pseudo label alignment [26, 31]. Nevertheless, data mix-
ing is rarely explored in LTSSL. The primary reason is that
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existing data mixing methods (e.g. MixUp [52], CutMix [49],
and SaliencyMix [40]) often perform random mixing within
a batch. Consequently, the infrequent tail classes may not
be adequately sampled when the batch size is small. This
hinders a balanced class distribution, which is crucial for
LTSSL.

To make data mixing suitable for LTSSL, let us consider
two key questions: i) How can we apply data mixing to
effectively re-balance the data quantity for each class?
ii) Is it sufficient to solely focus on re-balancing data
quantity to achieve class balance? For the second question,
we notice that previous LTSSL methods mainly focus on
addressing the issue of long-tailed class distribution in terms
of data quantity. These methods ignore the fact that class
performance also depends on class-wise uncertainty [27–
29, 36], which is associated with the training difficulty for
each class. For instance, some classes with sufficient samples
may still encounter high training difficulty due to the high
uncertainty induced by indistinguishable features. As shown
in Fig. 1 (a)-(c), we quantify the uncertainty by entropy [29]
and compare this class-wise entropy with data quantity under
three typical settings [47]. The results reveal a significant
disparity between the class distribution of entropy and data
quantity across all settings. This finding emphasizes the
limitation of solely re-balancing data quantity, as it does not
consider classes with high uncertainty, ultimately limiting
performance improvement. Thus, it is crucial to also address
the re-balancing of class-wise uncertainty, i.e. entropy.

To tackle the above problems, this paper presents a novel
data mixing paradigm, called Balanced and Entropy-based
Mix (BEM), for LTSSL. Specifically, we first introduce
a simple mixing strategy, named as CamMix, which has
a strong localization capability to avoid redundant areas
for mixing. Then, we establish a class balanced mix bank
(CBMB) to store and sample class-wise data for mixing. The
sampling function follows the estimated class distribution of
data quantity and we adopt the effective number [10] to repre-
sent the realistic data quantity of each class. Our CamMix in-
corporated CBMB can effectively re-balance the class-wise
data quantity in an end-to-end optimized manner, which can
not be achieved by the re-sampling methods [6, 22, 46, 56]
with the complex training procedures.

Further, we present a novel entropy-based learning ap-
proach to re-balance class-wise uncertainty. Entropy-based
sampling strategy (ESS) integrates class-wise entropy into
the quantity-based sampling function. In addition, entropy-
based selection module (ESM) adaptively determines the
sampled data ratio between labeled and unlabeled data dur-
ing mixing to manage the trade-off between guiding high-
uncertainty unlabeled data [1, 45] with confident labeled data
and maximizing the utilization of unlabeled data. Finally,
we incorporate the class balanced loss [10] with class-wise
entropy to form entropy-based class balanced (ECB) loss.

We highlight that our BEM is the first method that lever-
ages data mixing to enhance LTSSL. Our results demonstrate
that BEM can effectively complement existing re-balancing
methods by boosting their performance across several bench-
marks. As shown in Fig. 1 (d), our method enhances Fix-
Match [38], FixMatch+LA [30], FixMatch+ABC [26], Fix-
Match+ACR [47], achieving to 11.8%, 4.4%, 1.4% and 2.5%
average gains on test accuracy, respectively. Additionally,
BEM proves to be a versatile framework, performing well
across different data distributions, diverse datasets, and vari-
ous SSL learners.

2. Related Work
Data mixing. MixUp [52] and CutMix [49] are typical
data mixing methods used in various computer vision tasks.
While performing mixing at element-wise and region-wise
levels respectively, they share a common limitation of ne-
glecting class content, thus introducing substantial redundant
context irrelevant to class content [13, 33]. To achieve class
balance in LTSSL, it is essential to ensure that the selected
region for mixing contains related class content and avoids
redundancy. SaliencyMix [40] alleviates this issue by using
a saliency map to ensure that selected regions contain class
content, but the resulting region is still too coarse to avoid
numerous redundant areas. In our paper, CamMix achieves
tighter localization of class regions to minimize redundant
areas, which is particularly well-suited for LTSSL.
Data mixing in semi-supervised learning. Data mixing is
crucial in SSL, enhancing model performance by creating
diverse training samples. For instance, MixMatch [5] uti-
lizes MixUp [52] as the data mixing technique to learn a
robust model. ReMixMatch [4] adds distribution alignment
and augmentation anchoring to the MixMatch framework.
ICT [44] employs the mean teacher model and implements
MixUp on unsupervised samples. Despite widely used in
SSL algorithms, almost no methods in LTSSL apply data
mixing. This is mainly due to the limitation of employing
in-batch mixing, which fails to address the class imbalance
problem. Our method stands out as the first to incorporate
data mixing in LTSSL.
Long-tailed semi-supervised learning. LTSSL is gaining
attention due to its real-world applicability. For example,
CReST [46] refines the model by iteratively enriching the la-
beled set with high-quality pseudo labels in multiple rounds.
ABC [26] uses an auxiliary balanced classifier, trained by
down-sampling majority classes. DASO [31] mitigates class
bias by adaptively blending linear and semantic pseudo la-
bels. ACR [47], the current state-of-the-art method, pro-
poses a dual-branch network and dynamic logit adjustment.
However, none of these methods utilizes data mixing to fur-
ther enhance their performance as in SSL. CoSSL [14] uses
MixUp at the feature level for minority classes and decou-
ples representation learning and classifier learning. However,
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Figure 2. Left: The overview of Balanced and Entropy-based Mixing (BEM), incorporating with FixMatch [38] as an example in this
figure. BEM consists of two sub-modules: class balanced mix bank (CBMB) and entropy-based learning (EL). CBMB re-balances data
quantity through the proposed CamMix, guided by a class-balanced sampling function. EL further re-balances class-wise uncertainty using
three techniques: entropy-based sampling strategy (ESS), entropy-based selection module (ESM) and entropy-based class balanced loss
(Lecb). Right: The sampling and CamMix process of BEM. The sampling process considers both the class distribution of data quantity and
uncertainty, which are estimated on the fly. CamMix extracts the bounding box from the high response area of the CAM to form mixed data.
(The lock icon denotes the unknown distribution that needs estimation, and the ⊕ icon denotes the process of CamMix.).

this feature mixing method assumes identical class distribu-
tions for labeled and unlabeled data and requires a complex
training approach. Our study considers non-ideal class distri-
butions and designs a simple image-level mixing method in
an end-to-end training framework.

3. Preliminaries
Semi-supervised learning. In SSL, the training data consists
of labeled data X = {(xn, yn)}Nn=1 and unlabeled data U =
{um}Mm=1. Here, xn and um are training samples, yn is the
ground truth, N and M denote the quantity of labeled data
and unlabeled data, respectively. A representative framework
of SSL is FixMatch [38], which utilizes unlabeled data with
the Weak and Strong Augmentation. For an unlabeled sample
um, it first takes a weakly-augmented version of um as the
input of the model f(·) to compute the prediction. Then, it
uses qm = argmax(f(Aw(um))) as one-hot pseudo label,
while applying the prediction from a strongly-augmented of
um to calculate the cross entropy loss Lu:

Lu =

B∑
m=1

I(max(f(Aw(um))) > τ)H(f(As(um)), qm)︸ ︷︷ ︸
Lcls

,

(1)
where B denotes the batch size, H(·) is cross entropy and
Lcls denotes original classification loss term. I(max(qm) >

τ) is the mask to filter low-confidence pseudo label with
a threshold of τ , abbreviated as Mu(·) in the following
part. Aw and As denotes the weak augmentation (e.g., ran-
dom crop and flip) and strong augmentation (e.g., RandAug-
ment [9] and Cutout [12]), respectively.
Long-tailed semi-supervised learning. In LTSSL, a dataset
with a long-tailed distribution is characterized by the minor-
ity of classes possessing a large number of samples, while
the majority of classes contain only a few samples. Given
C classes across the dataset, Nc represents the quantity of
labeled data for class c. Without loss of generality, we as-
sume that N1 ≥ N2 ≥ ·· · ≥ NC and the imbalanced ratio is
denoted by γl = N1/NC . Similarly, we can denote the quan-
tity of unlabeled data as Mc for class c and the imbalanced
ratio as γu = maxc Mc/minc Mc.

4. Balanced and Entropy-based Mix (BEM)
The Balanced and Entropy-based Mix (BEM) is a plug-and-
play method based on the existing SSL framework. Fig. 2
shows the overview of BEM, incorporating FixMatch [38]
as an example. Specifically, our entropy-based learning (EL)
takes the prediction of the weakly augmented samples as
input to perform entropy-based sampling and selection. Then,
strongly augmented samples are mixed with data from class
balanced mix bank (CBMB) using our CamMix. Based on
the estimated distribution of data quantity and uncertainty,
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we employ the entropy-based class balance (ECB) loss Lecb

to train the overall framework. Please refer to Appendix C
for the pseudo-code of BEM.

4.1. CamMix

Most data mixing methods, such as MixUp [52] and Cut-
Mix [49], lack the localization ability for class re-balancing.
Although SaliencyMix [40] has initial localization ability, it
still tends to extract excessive redundant context. To this end,
we propose CamMix to replace the saliency map of Salien-
cyMix with Class Activation Map (CAM) [55] to achieve
more accurate localization. Specifically, we feed images into
the prediction model (i.e. ResNet50 [16]) to generate the
CAM, where the last layer of the third block of ResNet50 is
used as the CAM layer. The resulting CAM is used to extract
the largest connected region using a threshold of τc. Finally,
we obtain the bounding box of this region and paste the cor-
responding patch onto the original image. The pseudo-code
of CamMix can be found in the Appendix C.

4.2. Class Balanced Mix Bank (CBMB)

Previous in-batch data mixing methods used in SSL are
limited to increasing the data quantity of tail classes, thus
failing to re-balance the class distribution. To address this
issue, we further propose a class balanced mix bank (CBMB)
that stores samples for each class and adequately selects
samples to be mixed based on a prior-based class-balancing
rule. In essence, the more frequent a class, the more samples
are used in the data mixing process. As noted in [10], there
is overlap in the data, necessitating the use of the effective
number Ec to measure the realistic class distribution of data
quantity:

Ec =
1− βNc

1− β
, (2)

where Nc represents the data quantity of class c, while the
hyper-parameter β is set to 0.999 in our experiments.

The effective number of labeled data, denoted as Ex
c , can

be obtained directly using Eq. 2. As the class distribution of
unlabeled data is unknown, we estimate it using a simple yet
effective approach. Specifically, at each iteration t, we obtain
the class distribution of the pseudo label dutc and update the
class distribution of the entire unlabeled dataset duc , using
an Exponential Moving Average (EMA) approach once the
training status stabilizes.

duc ← λdd
u
c + (1− λd)d

ut
c , (3)

where λd denotes the EMA weight. To obtain the effective
number of unlabeled data for each class Eu

c , we substitute
the class-wise data quantity Nu

c = Mduc into Eq. 2, where
M is the quantity of entire unlabeled dataset. Then, we
obtain the effective number of total data for each class by

Ec = Ex
c + Eu

c and perform our CamMix using the initial
sampling function as follows:

sc =
Fc∑C
c=1 Fc

, (4)

where Fc = 1/Ec and sc denotes the sampling probability
for class c. By accurately estimating the class distribution
of the dataset, we can enhance the precision of mixed data
sampling. Our data mixing achieves class balance among
training samples, equivalent to re-sampling during training.

4.3. Entropy-based Learning (EL)

In the previous section, we re-balance training samples to
initially alleviate the long-tail distribution problem. How-
ever, class balance does not only depend on data quantity.
Class-wise uncertainty, which can be quantified by entropy,
is also vital for class performance as it reflects training diffi-
culty. Thus, we propose an entropy-based learning approach
to re-balance class-wise entropy, including entropy-based
sampling strategy (ESS), entropy-based selection module
(ESM) and entropy-based class balanced (ECB) loss.
Entropy-based Sampling Strategy. To consider class-wise
uncertainty in the sampling process, we define the class-
wise entropy exc and euc for the entire labeled and unlabeled
dataset, and update them in EMA manner by using the aver-
age entropy extc and eutc at each training iteration t as follows:

extc =
1

N t
c

Nt
c∑

n=1

C∑
c=1

−fc(Aw(xn)) log(fc(Aw(xn)))

eutc =
1

M t
c

Mt
c∑

m=1

C∑
c=1

−fc(Aw(um)) log(fc(Aw(um))),

(5)

exc ← λee
x
c + (1− λe)e

xt
c

euc ← λee
u
c + (1− λe)e

ut
c ,

(6)

where N t
c and M t

c represent the data quantity within one
batch belonging to class c according to the ground truth and
pseudo label respectively, and λe denotes the EMA weight.
It’s worth noting that we start estimating the entropy of data
once the training status stabilizes. Then, we obtain the total
class-wise entropy, i.e. ec = euc + exc , and subsequently
compute the final sampling probability ŝc:

ŝc = δ(αsc + (1− α)s′c), (7)

where s′c is the normalization of ec, denoted as s′c =

ec/
∑C

c=1 ec, the hyper-parameter α is used to balance be-
tween the effective number and entropy. The convex function
δ(·) is utilized to map the sampling function better according
to FlexMatch [51]. Finally, we can obtain a more compre-
hensive sampling function ŝc for CamMix.
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Entropy-based Selection Module. Previous work [4, 5, 44]
in SSL primarily uses unlabeled samples for data mixing.
Yet, some pseudo labels possess high uncertainty [1, 45],
especially for challenging samples or in early training stages,
causing confirmation bias [1]. Our data mixing approach
allows the selection of both labeled and unlabeled data. We
suggest augmenting high-uncertainty unlabeled data with
confident labeled data. However, this beneficial mixing may
under-utilize unlabeled data when the regions of labeled data
cover unlabeled ones, leaving them unexploited in training.
This trade-off is a crucial consideration in data mixing. Thus,
we utilize sample-wise entropy em as the selection indicator
between labeled and unlabeled samples in data mixing as:

em =

C∑
c=1

−fc(Aw(um)) log(fc(Aw(um))). (8)

We then define Mh(·) and Ml(·) as the masks of high
and low entropy for selecting labeled and unlabeled samples
respectively. They are also used to mask the unsupervised
loss as in the Appendix A. These masks can be expressed as:

Mh(um) = I(em > τe)

Ml(um) = I(em < τe),
(9)

where τe is the selection threshold of the entropy mask,
updated in EMA manner:

τe ← λττe + (1− λτ )e
t, (10)

where λτ denotes the EMA weight, et is the average en-
tropy of unlabeled data at each training iteration t, i.e.
et = 1

B

∑B
m=1 em. In the early training stages, we select

more labeled samples for mixing due to the uncertainty of
model prediction on some unlabeled data. As training pro-
gresses and predictions become more reliable, the utilization
of unlabeled data increases.
Entropy-based class balanced loss. We further apply the
class balanced loss, which is first introduced in [10] to re-
balance the class distribution by utilizing the weighted loss
based on the class-wise effective number as Lcb = Lcls/Ec.
By normalizing 1/Ec as Eq. 4, we can obtain Lcb = scLcls.

Moreover, to tackle the class-wise uncertainty problem
in LTSSL, we propose entropy-based class balanced loss
Lecb on the unlabeled data. Lecb uses ŝc to measure both the
effective number and uncertainty as:

Lecb = ŝucLcls, (11)

where ŝuc is calculated by Eq. 7, but only based on unlabeled
data. Finally, Lecb can be weighted towards both tail classes
and high uncertainty classes, further re-balancing the train-
ing process. Unlike previous entropy-based losses [15, 35],
our loss focuses on class-wise uncertainty instead of sample-
wise, making it ideally suited for the LTSSL problem char-
acterized by large category gaps. A detailed description of
the loss functions can be found in the Appendix A.

5. Experiments
5.1. Experimental setup

Datasets. We perform evaluation experiments of our pro-
posed method on widely used long-tailed datasets, including
CIFAR10-LT [24], CIFAR100-LT [24], STL10-LT [8] and
ImageNet-127 [14]. To create imbalanced versions of the
datasets, we randomly discard training samples to main-
tain the pre-defined imbalance ratio. With the imbalance
ratio γl and maximum number N1 of labeled samples, we
can calculate the number of labeled samples for class c as

Nc = N1 × γ
− c−1

C−1

l . Similarly, using the parameters γu and
M1, we can determine the class distribution of unlabeled
data quantity as in the labeled samples. For a detailed intro-
duction to the datasets, please refer to the Appendix B.
Implementation Details. Following DASO [31], we apply
our method to various baseline frameworks, including Fix-
Match [38], FixMatch + LA [30], FixMatch + ABC [26] and
FixMatch + ACR [47]. We compare our method with recent
re-balancing methods like DARP [23], CReST/CReST+ [46]
and DASO [31]. For a fair comparison, our code is developed
based on DASO and ACR, implemented with Pytorch [34].
We conduct our experiments on CIFAR10-LT, CIFAR100-LT
and STL-10 using Wide ResNet-28-2 [50], and on ImageNet-
127 using ResNet-50 [16]. The top-1 accuracy on the test
set is used as the evaluation metric. The mean and standard
deviation of three independent runs are reported. Due to the
page limitation, detailed training settings are provided in the
Appendix B.

5.2. Results on CIFAR10/100-LT and STL10-LT.

We first consider the γl = γu situation which is the most
common scenario in SSL. Then, we investigate the perfor-
mance of the methods by setting γl ̸= γu, including uniform
(γu = 1) and reversed (γu = 1/100) scenarios.
In case of γl = γu. As shown in Tab. 1, we compare our
method with existing re-balancing methods under various
baseline settings. When setting FixMatch as the baseline,
our BEM shows superior performance improvement in most
scenarios. When further adding LA to FixMatch for label
re-balancing, our BEM outperforms all other configurations.
When integrating ABC into FixMatch for pseudo label re-
balancing, our BEM can benefit the baseline more than the
DASO. Finally, we also demonstrate that our methods can
complement ACR, achieving the SOTA performance with an
average gain of 18.35% over FixMatch for CIFAR10-LT. In
summary, our BEM achieves consistent and significant gain
under all baseline settings, showing its great adaptability.
The main reason is that, unlike most previous methods with
pseudo label or logit adjustment, we directly re-balance the
class distribution through data mixing, a vital technique
missing in them, thus complementing these methods.
In case of γl ̸= γu. In real-world datasets, the class dis-
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Table 1. Comparison of test accuracy with combinations of different baseline frameworks under γl = γu setup on CIFAR10-LT and
CIFAR100-LT. The best results for each diversion are in bold.

CIFAR10-LT CIFAR100-LT
γ = γl = γu = 100 γ = γl = γu = 150 γ = γl = γu = 10 γ = γl = γu = 20

N1 = 500 N1 = 1500 N1 = 500 N1 = 1500 N1 = 50 N1 = 150 N1 = 50 N1 = 150
Algorithm M1 = 4000 M1 = 3000 M1 = 4000 M1 = 3000 M1 = 400 M1 = 300 M1 = 400 M1 = 300

Supervised 47.3±0.95 61.9±0.41 44.2±0.33 58.2±0.29 29.6±0.57 46.9±0.22 25.1±1.14 41.2±0.15
w/LA [30] 53.3±0.44 70.6±0.21 49.5±0.40 67.1±0.78 30.2±0.44 48.7±0.89 26.5±1.31 44.1±0.42

FixMatch [38] 67.8±1.13 77.5±1.32 62.9±0.36 72.4±1.03 45.2±0.55 56.5±0.06 40.0±0.96 50.7±0.25
w/DARP [23] 74.5±0.78 77.8±0.63 67.2±0.32 73.6±0.73 49.4±0.20 58.1±0.44 43.4±0.87 52.2±0.66
w/CReST+ [46] 76.3±0.86 78.1±0.42 67.5±0.45 73.7±0.34 44.5±0.94 57.4±0.18 40.1±1.28 52.1±0.21
w/DASO [31] 76.0±0.37 79.1±0.75 70.1±1.81 75.1±0.77 49.8±0.24 59.2±0.35 43.6±0.09 52.9±0.42
w/BEM (ours) 75.8±1.13 80.3±0.62 69.7±0.91 75.7±0.22 50.4±0.34 59.0±0.23 44.1±0.18 54.3±0.36

FixMatch+LA [30] 75.3±2.45 82.0±0.36 67.0±2.49 78.0±0.91 47.3±0.42 58.6±0.36 41.4±0.93 53.4±0.32
w/DARP [23] 76.6±0.92 80.8±0.62 68.3±0.94 76.7±1.13 50.5±0.78 59.9±0.32 44.4±0.65 53.8±0.43
w/CReST [46] 76.7±1.13 81.1±0.57 70.9±1.18 77.9±0.71 44.0±0.21 57.1±0.55 40.6±0.55 52.3±0.20
w/DASO [31] 77.9±0.88 82.5±0.08 70.1±1.68 79.0±2.23 50.7±0.51 60.6±0.71 44.1±0.61 55.1±0.72
w/BEM (ours) 78.6±0.97 83.1±0.13 72.5±1.13 79.9±1.02 51.3±0.26 61.9±0.57 44.8±0.21 56.1±0.54

FixMatch+ABC [26] 78.9±0.82 83.8±0.36 66.5±0.78 80.1±0.45 47.5±0.18 59.1±0.21 41.6±0.83 53.7±0.55
w/DASO [31] 80.1±1.16 83.4±0.31 70.6±0.80 80.4±0.56 50.2±0.62 60.0±0.32 44.5±0.25 55.3±0.53
w/BEM (ours) 79.8±0.82 83.9±0.34 70.7±0.78 80.8±0.67 50.0±0.15 60.9±0.42 44.4±0.18 55.5±0.84

FixMatch+ACR [47] 81.6±0.19 84.1±0.39 77.0±1.19 80.9±0.22 55.7±0.12 65.6±0.16 48.0±0.75 58.9±0.36
w/BEM (ours) 83.5±0.33 85.5±0.28 78.1±0.99 83.8±1.12 55.8±0.32 66.3±0.24 48.6±0.45 59.8±0.37

Table 2. Comparison of test accuracy with combinations of different baseline frameworks under γl ̸= γu setup on CIFAR10-LT and
STL10-LT. The γl is fixed to 100 for CIFAR10-LT, and the γl is set to 10 and 20 for STL10-LT. The N/A denotes the class distribution of
data quantity is unknown. The best results for each diversion are in bold.

CIFAR10-LT(γl ̸= γu) STL10-LT(γu = N/A)
γu = 1(uniform) γu = 1/100(reversed) γl = 10 γl = 20

N1 = 500 N1 = 1500 N1 = 500 N1 = 1500 N1 = 150 N1 = 450 N1 = 150 N1 = 450
Algorithm M1 = 4000 M1 = 3000 M1 = 4000 M1 = 3000 M = 100k M = 100k M = 100k M = 100k

FixMatch [38] 73.0±3.81 81.5±1.15 62.5±0.94 71.8±1.70 56.1±2.32 72.4±0.71 47.6±4.87 64.0±2.27
w/DARP [23] 82.5±0.75 84.6±0.34 70.1±0.22 80.0±0.93 66.9±1.66 75.6±0.45 59.9±2.17 72.3±0.60
w/CReST [46] 83.2±1.67 87.1±0.28 70.7±2.02 80.8±0.39 61.7±2.51 71.6±1.17 57.1±3.67 68.6±0.88
w/CReST+ [46] 82.2±1.53 86.4±0.42 62.9±1.39 72.9±2.00 61.2±1.27 71.5±0.96 56.0±3.19 68.5±1.88
w/DASO [31] 86.6±0.84 88.8±0.59 71.0±0.95 80.3±0.65 70.0±1.19 78.4±0.80 65.7±1.78 75.3±0.44
w/BEM(ours) 86.8±0.47 89.1±0.75 70.0±1.72 79.1±0.77 68.3±1.15 81.2±1.42 61.6±0.98 76.0±1.51

FixMatch+ACR [47] 92.1±0.18 93.5±0.11 85.0±0.09 89.5±0.17 77.1±0.24 83.0±0.32 75.1±0.70 81.5±0.25
w/BEM(ours) 94.3±0.14 95.1±0.56 85.5±0.21 89.8±0.12 79.3±0.34 84.2±0.56 75.9±0.15 82.3±0.23

tribution of unlabeled data remains unknown or inconsis-
tent with labeled data. For CIFAR10-LT, we consider two
extreme scenarios: uniform and reversed. For STL10-LT,
where the class distribution of unlabeled data is unknown,
we set γl ∈ {10, 20} and N1 ∈ {150, 450}.

As shown in Tab. 2, our methods yield an average im-
provement of 14.1% and 11.1% over FixMatch in two scenar-
ios for CIFAR10-LT. However, our method is less effective
than DASO under the reversed setting. We speculate that
data mixing methods cannot achieve thorough re-balancing

in challenging scenarios, unlike approaches from the pre-
diction perspective. However, integrating ACR results in
the best performance on CIFAR10-LT, even under the re-
versed setting, with an average gain of 22.9% and 30.9%
over FixMatch. Similarly, for STL-10, our method enhances
the performance of FixMatch and achieves the best perfor-
mance when combined with ACR. This highlights the value
of our BEM for re-balancing methods. Further comparisons
of our method with more re-balancing methods can be found
in the Appendix D.
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Table 3. Comparison of test accuracy with combinations of different
SSL learners, including MeanTeacher, FlexMatch and SoftMatch.

C10-LT C100-LT STL10-LT

N1 = 1500 N1 = 150 N1 = 450
M1 = 3000 M1 = 300 M = 100k

Algorithm γu = 100 γu = 1 γu = 10 γu = N/A

MeanTeacher[39] 68.6±0.88 46.4±0.98 52.1±0.09 54.6±0.17
w/BEM(Ours) 73.5±0.56 81.3±1.67 60.1±0.43 75.3±0.59

FlexMatch [51] 79.2±0.92 82.2±0.23 62.1±0.86 74.9±0.42
w/BEM(Ours) 81.2±0.50 88.0±0.17 68.4±0.79 81.2±0.92

SoftMatch [7] 79.6±0.46 78.3±0.86 62.8±0.33 75.5±0.74
w/BEM(Ours) 82.0±0.38 84.5±0.25 68.9±1.08 82.8±0.49

BEM on the SSL learner. We further validate the adapt-
ability of BEM with various SSL learners, including Mean-
Teacher [39], FlexMatch [51] and SoftMatch [7]. Notably,
FlexMatch and SoftMatch outperform FixMatch on balanced
datasets. For SoftMatch, we only apply Lcb considering its
training process already re-weights the loss based on class-
wise confidence. Following DASO, we set γl = 100 for
CIFAR10-LT and γl = 10 for CIFAR100-LT and STL10-
LT. As depicted in Tab. 3, our method enhances the per-
formance of all SSL learners under each setting. Specially,
MeanTeacher initially underperforms on the Long-Tailed
dataset but achieves gains of 41.1%, 15.4%, and 37.9% on
three datasets by applying BEM. SoftMatch, the state-of-the-
art SSL method, also gains an additional 5.5%, 9.7% and
9.7% improvement with our BEM.

5.3. Results on ImageNet-127.

ImageNet127, initially introduced in [21] and later employed
by CReST [46] for imbalanced SSL, is a naturally imbal-
anced dataset with an imbalance ratio γ ≈ 286. It groups
the 1000 classes of ImageNet [11] into 127 classes, based
on the WordNet hierarchy. Due to resource constraints, we
down-sample the origin ImageNet127 images to 32 × 32
or 64 × 64 pixel images [14] and randomly select 10% of
training samples as the labeled set. Given the long-tailed
test set, we set α = 0.2 to reduce sampling and loss weight
bias towards tail classes, favoring high uncertainty classes
instead. Tab. 4 demonstrates the superiority of our method
over FixMatch, even without other re-balancing techniques.
When combined with ACR, our method achieves the best re-
sults for both image sizes (95.3% and 51.1% absolute gains
over FixMatch). This shows the applicability of our BEM to
long-tailed test datasets and its ability to enhance previous
re-balancing methods.

5.4. Comprehensive analysis of the method.

We perform comprehensive ablation studies to further under-
stand how our method enhances baseline frameworks. Fol-
lowing DASO, we use CIFAR10-LT (C10) with N1 = 500,

Table 4. Comparison of test accuracy with combinations of different
baseline frameworks on ImageNet-127.

Algorithm 32× 32 64× 64

FixMatch [38] 29.7 42.3
w/DARP [23] 30.5 42.5
w/DARP+cRT [23] 39.7 51.0
w/CReST+ [46] 32.5 44.7
w/CReST++LA [30] 40.9 55.9
w/CoSSL [14] 43.7 53.9
w/TRAS [48] 46.2 54.1
w/BEM(Ours) 53.3 58.2
w/ACR [47] 57.2 63.6
w/ACR+BEM(Ours) 58.0 63.9

Table 5. Ablation study on different mixing strategies. Apart from
BEM, all other methods perform mixing within the same batch.

Algorithm C10 STL10
FixMatch [38] 67.8 56.1

w/MixUp [52] 69.9 63.2
w/CutMix [49] 70.2 62.5
w/SaliencyMix [40] 70.8 64.0
w/CamMix(Ours) 71.9 64.8
w/BEM(Ours) 75.7 68.3

γ = 100 and STL10-LT (STL10) with N1 = 150, γl = 10
to cover both γl = γu and γl ̸= γu cases. Our baseline
framework is FixMatch. More results are provided in the
Appendix D.
Ablation study on different mixing strategies. We com-
pare our mixing method with existing techniques including
MixUp [52], CutMix [49] and SaliencyMix [40] to demon-
strate its effectiveness in Tab. 5. First, we mix data within the
same batch. SaliencyMix outperforms CutMix and MixUp
on both datasets, and our CamMix surpasses SaliencyMix,
indicating better localization ability. By further optimizing
the in-batch mixing method, BEM achieves the best results.
Ablation study on each component of BEM. We verify
each component in BEM by either removal or standard com-
ponent replacement in Tab. 6. The accuracy on both datasets
reduces sharply when replacing CamMix with CutMix. It
highlights the importance of semantic region selection. We
then remove CBMB and implement random sampling, result-
ing in a maximum performance decrease of 5.1% and 4.9%,
respectively. This suggests our CBMB effectively tackles the
long-tail problem. Removing ESS, denoted as setting α = 1,
also leads to a decline in the model’s performance. When
we remove ESM and merely use unlabeled data mixing, it
results in a 4.4% performance decrease on STL10. This im-
plies initial training phase guidance from confident labeled
data resolves the problem of pseudo label errors especially
when γl ̸= γu. Finally, the removal of the ECB loss also
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Table 6. Ablation study on each component of BEM.

C10 STL10
BEM(Ours) 75.7 68.3

w/o CamMix 74.0 66.6
w/o CBMB 72.1 65.0
w/o ESS 74.7 67.0
w/o ESM 75.3 65.3
w/o ECB Loss 74.9 67.2

Data quantity w/o BEM Data quantity w/ BEM Entropy w/o BEM Entropy w/ BEM

(a) Consistent (b) Uniform (c) Reversed

Figure 3. Class distribution of data quantity and entropy in three
settings. Each mixed data is calculated as containing two classes.

causes a performance drop on both datasets.
Furthermore, we conduct a qualitative analysis of the

performance enhancement achieved by BEM on CIFAR10-
LT, setting γl = γu = 100, N1 = 500 and M1 = 4000.
More visualization analysis can be seen in the Appendix E.
Visualization of the class distribution of unlabeled data
quantity and entropy. To verify the effect of BEM on the
re-balancing training process, we visualize the class distribu-
tion of data quantity and entropy. Fig. 3 reveals our method’s
effect on re-balancing data quantity across all settings. More-
over, our approach notably diminishes uncertainty via en-
tropy and re-balances class-wise entropy, particularly in uni-
form settings where higher entropy classes engage more
training samples, thus lowering uncertainty.
Visualization of T-SNE. Additionally, we visualize the learn-
ing representation on the balanced test set using t-distributed
stochastic neighbor embedding (t-SNE) [41]. We apply our
method to FixMatch and ACR respectively. The results in
Fig. 4 suggest that our method generates clearer classifica-
tion boundaries for representations.
Visualization of data mixing. As shown in Fig. 5, we com-
pare intermediate images from various data mixing methods
on STL10 due to the high-resolution input. Five images with
different target sizes are selected to visualize. CutMix shows
strong randomness and tends to miss the class content, espe-
cially when the target is small (see in (e)). Although Salien-
cyMix has initial target localization ability, it often fails to
accurately locate key areas and tends to include numerous

Classification boundaries

(a) FixMatch

Classification boundaries

(b) FixMatch w/BEM

Classification boundaries

(c) ACR

Classification boundaries

(d) ACR w/BEM

Figure 4. Comparison of t-SNE visualization with combinations of
FixMatch and ACR.

(a)

(b)

(c)

(d)

(e)

Input CAM 𝜏! = 0.4 𝜏! = 0.6 𝜏! = 0.8 CutMix SaliencyMix
CamMix (Ours)

Figure 5. The visualization of data mixing process for CutMix,
SaliencyMix, and CamMix on STL10-LT. The red box indicates
the image area selected by data mixing.

redundant contexts (see in (c) and (e)). CamMix shows the
best localization ability, accurately locating the class con-
tent based on CAM. As τc increases, localization accuracy
improves and inclusion of redundant context decreases.

6. Conclusion
In this work, we introduce a novel approach, Balanced and
Entropy-based Mix (BEM), to enhance long-tailed semi-
supervised learning by re-balancing the training process. Spe-
cially, we re-balance data quantity using the class balanced
mix bank and re-balance class-wise uncertainty through the
entropy-based learning approach. As the first method to
leverage data mixing in LTSSL, BEM significantly boosts
the accuracy of various LTSSL frameworks across multiple
benchmarks, offering a complementary technique for other
re-balancing methods.
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