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Abstract

Although neural radiance fields (NeRFs) have achieved
triumphs in image novel view synthesis (NVS), LiDAR NVS
remains largely unexplored. Previous LiDAR NVS methods
employ a simple shift from image NVS methods while ignor-
ing the dynamic nature and the large-scale reconstruction
problem of LiDAR point clouds. In light of this, we pro-
pose LiDAR4D, a differentiable LiDAR-only framework for
novel space-time LiDAR view synthesis. In consideration
of the sparsity and large-scale characteristics, we design a
4D hybrid representation combined with multi-planar and
grid features to achieve effective reconstruction in a coarse-
to-fine manner. Furthermore, we introduce geometric con-
straints derived from point clouds to improve temporal con-
sistency. For the realistic synthesis of LiDAR point clouds,
we incorporate the global optimization of ray-drop prob-
ability to preserve cross-region patterns. Extensive exper-
iments on KITTI-360 and NuScenes datasets demonstrate
the superiority of our method in accomplishing geometry-
aware and time-consistent dynamic reconstruction. Codes
are available at https://github.com/ ispc-lab/LiDAR4D.

1. Introduction
Dynamic scene reconstruction is of crucial importance
across various fields such as AR/VR, robotics and au-
tonomous driving. Existing advanced methods in com-
puter vision enable high-fidelity 3D scene reconstruction
and novel view synthesis (NVS), which can further serve
a wide range of downstream tasks and applications. For in-
stance, we could reconstruct driving scenarios directly from
collected sensor logs, allowing for scene replay and novel
data generation [43]. It shows great potential for boosting
data diversity, forming data closed-loop, and improving the
generalizability of the autonomous driving system.

However, the majority of current research focuses on
novel view synthesis for cameras, while other sensors such
as LiDAR remain largely unexplored. Similar to camera
images, LiDAR point clouds are also partial observations
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Figure 1. Dynamic scenes of LiDAR point clouds in au-
tonomous driving. Large-scale vehicle motion poses a significant
challenge for dynamic reconstruction and novel space-time view
synthesis. White dots indicate the ego-car trajectory.

of the scene that vary across different locations and views.
The reconstruction faces considerable challenges due to
the sparsity, discontinuity and occlusion of LiDAR point
clouds. Furthermore, as illustrated in Figure 1, dynamic
scenarios combine novel spatial view and temporal view
synthesis simultaneously. Meanwhile, the large motion of
dynamic objects makes it difficult to align and reconstruct.

Traditional LiDAR-based 3D scene reconstruction tech-
niques aggregate multiple sparse point cloud frames directly
in the world coordinate system [19] and further convert
them into explicit surface representations such as triangular
meshes [25]. Subsequently, the intersection of the LiDAR
beams with the mesh surface can be calculated by perform-
ing ray-casting to render novel-view LiDAR point clouds.

Nevertheless, high-quality surface reconstruction of
complex large-scale scenes is challenging to accomplish,
which may lead to significant geometric errors. Further-
more, the aforementioned explicit reconstruction method is
limited to static scenes and struggles to accurately model the
intensity or ray-drop characteristics of actual LiDAR points.

Neural radiance fields [26] implicitly reconstruct the
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scene and generate novel-view data through volume render-
ing in a continuous representation space, which also offers
an alternative solution for LiDAR reconstruction. Conse-
quently, the most recent researches [16, 39, 44] are shifting
their attention towards the novel view synthesis of LiDAR.
NeRF-LiDAR [44] integrates image and point cloud modal-
ities for LiDAR synthesis, whereas LiDAR-only methods
like LiDAR-NeRF [39] and NFL [16] explore the pos-
sibility of LiDAR reconstruction and generation without
RGB images. Most prior methods directly apply the im-
age NVS pipeline to LiDAR point clouds. However, Li-
DAR point clouds are inherently different from 2D images,
which poses challenges for current LiDAR NVS methods
to achieve high-quality reconstruction: (1) previous meth-
ods are limited to static scenes, ignoring the dynamic nature
of autonomous driving scenarios; (2) the vast scale and high
sparsity of LiDAR point clouds pose higher demands on the
representations; and (3) intensity and ray-drop characteris-
tics modeling are required for synthesis realism.

To overcome the aforementioned limitations, we pro-
pose LiDAR4D, shedding light on three pivotal insights
to elevate the current LiDAR NVS pipeline. To tackle
the dynamic objects, we introduce geometric constraints
derived from point clouds and aggregate multi-frame dy-
namic features for temporal consistency. Regarding com-
pact large-scale scene reconstruction, we design a coarse-
to-fine hybrid representation combined with multi-planar
and grid features to reconstruct the smooth geometry and
high-frequency intensity. Additionally, we employ global
optimization to preserve patterns across regions for ray-
drop probability refinement. Therefore, LiDAR4D is ca-
pable of achieving geometry-aware and time-consistent re-
construction under large-scale dynamic scenarios.

We evaluate our method on diverse dynamic scenarios
of KITTI-360 [23] and NuScenes [3] autonomous driv-
ing datasets. With comprehensive experiments, LiDAR4D
significantly outperforms previous state-of-the-art NeRF-
based implicit approaches and explicit reconstruction meth-
ods. In comparison to LiDAR-NeRF [39], we achieve
24.3% and 24.2% reduction in CD error on KITTI-360
dataset and NuScenes dataset, respectively. Similar lead-
ership exists for other metrics of range depth and intensity.

In summary, our main contributions are three-fold:
• We propose LiDAR4D, a differentiable LiDAR-only

framework for novel space-time LiDAR view synthesis,
which reconstructs dynamic driving scenarios and gener-
ates realistic LiDAR point clouds end-to-end.

• We introduce 4D hybrid neural representations and mo-
tion priors derived from point clouds for geometry-aware
and time-consistent large-scale scene reconstruction.

• Comprehensive experiments demonstrate the state-of-
the-art performance of LiDAR4D in challenging dynamic
scene reconstruction and novel view synthesis.

2. Related Work
LiDAR Simulation. Traditional simulators [7, 18, 36] such
as CARLA are based on physics engines, which can gener-
ate LiDAR point clouds via ray casting within handcrafted
virtual environments. However, it has diversity limitations
and a heavy reliance on costly 3D assets. And there is still
a large domain gap compared to real-world data. Thus, sev-
eral recent works [13, 19, 25] further narrowed this gap by
reconstructing the scene from real data before simulation.
LiDARsim [25] reconstructs the mesh surfel representation
and employs a neural network to learn the ray-drop charac-
teristics. Besides, it is noted that there are other surface re-
construction works like NKSR [15] that can convert LiDAR
point clouds into mesh representations. Nonetheless, these
explicit reconstruction works are troublesome for recover-
ing precise surfaces in large-scale complex scenes, which
further leads to a decrease in the accuracy of point cloud
synthesis. Instead, PCGen [19] directly reconstructs from
the point clouds, followed by rendering in a rasterization-
like manner and first peak averaging. Although it preserves
the original information better, the rendering point clouds
remain relatively noisy. Moreover, all these explicit meth-
ods mentioned above are only applicable to static scenes.
In contrast, our approach implicitly reconstructs the contin-
uous representation via space-time neural radiance fields,
which achieves higher-quality realistic point cloud synthe-
sis and gets rid of static reconstruction limitations.
Neural Radiance Fields. Considerable recent research [1,
4, 5, 11, 14, 24, 26, 28, 38] based on neural radiance fields
has led to breakthroughs as well as remarkable achieve-
ments in novel view synthesis (NVS) tasks. A wide vari-
ety of neural representations based on MLPs [1, 26], voxel
grids [11, 24, 38], tri-planes [4, 14], vector decomposi-
tion [5], and multi-level hash grids [28] have been fully ex-
ploited for reconstruction and synthesis. Yet, most of the
work focuses on object-centered reconstruction of small in-
door scenes. Subsequently, several works [2, 33, 42] gradu-
ally extended it to large-scale outdoor scenarios. Despite
this, neural radiance fields typically suffer from geomet-
ric ambiguity with RGB image inputs. Therefore, DS-
NeRF [6] and DDP-NeRF [34] introduce the depth prior
to enhancing efficiency, and URF [33] also utilizes Li-
DAR point clouds to facilitate reconstruction. In this paper,
we employ novel hybrid representations and neural LiDAR
fields to reconstruct large-scale scenarios for LiDAR NVS.
NeRF for LiDAR NVS. Very recently, a few studies [16,
39, 43, 44] have pioneered in novel view synthesis of Li-
DAR point clouds based on neural radiance fields, signifi-
cantly surpassing traditional simulation methods. Among
them, NeRF-LiDAR [44] and UniSim [43] require both
RGB images and LiDAR point clouds as inputs and recon-
struct the driving scene with photometric loss and depth su-
pervision. Subsequently, novel-view LiDAR point clouds
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Figure 2. Overview of our proposed LiDAR4D. For large-scale autonomous driving scenarios, we utilize the 4D hybrid representation,
which combines low-resolution multi-planar features and high-resolution hash grid features to achieve effective reconstruction. Then,
multi-level spatio-temporal features aggregated by flow MLP are fed into neural LiDAR fields for density, intensity and ray-drop probability
prediction. Finally, novel space-time view LiDAR point clouds are synthesized via differentiable rendering. Furthermore, we construct
geometric constraints derived from point clouds for temporal consistency and the global optimization of ray-drop for generation realism.

can be generated through neural depth rendering. Among
LiDAR-only methods, LiDAR-NeRF [39] and NFL [16]
firstly proposed the differentiable LiDAR NVS framework,
which reconstructed depth, intensity, and ray-drop proba-
bility simultaneously. Nevertheless, these approaches [16,
39, 44] are restricted to static scene reconstruction and in-
capable of handling dynamic objects such as moving vehi-
cles. Although UniSim [43] does support dynamic scenes,
it is largely limited by the need for ground-truth labeling of
3D object detection and decoupling the background and dy-
namic objects before reconstruction. Instead, our research
focuses on LiDAR-only inputs for dynamic scene recon-
struction and novel space-time view synthesis without the
help of RGB images or ground-truth labels. And it’s note-
worthy that NFL [16] has contributed significantly to the
detailed physical modeling of LiDAR, such as beam diver-
gence and secondary returns, which is orthogonal to ours
and could be beneficial to all LiDAR NVS works.

Dynamic Scene Reconstruction. A substantial amount of
research [9, 12, 21, 22, 29, 30, 32, 37, 40] has been de-
voted to expanding neural radiance fields to encompass dy-
namic scene reconstruction. In general, dynamic NeRFs
can be broadly categorized into two groups. One is the
deformable neural radiance fields [9, 29, 30, 32] that map
coordinates into the canonical space via continuous defor-
mation fields. While the decoupling of deformation and
radiance fields simplifies the optimization, establishing ac-
curate long-distance correspondence remains challenging.
The other is spatio-temporal neural fields [12, 21, 22, 37],

which consider time as an additional dimensional input to
construct a 4D spatio-temporal representation. Thus, it is
flexible to simultaneously model appearance, geometry, and
motion as a continuous time-varying function. Most previ-
ous work has concentrated on relatively smaller displace-
ments indoors, whereas large-scale vehicle movements in
autonomous driving scenarios are even more challenging.
Furthermore, our work is also the first to introduce dynamic
neural radiance fields into the LiDAR NVS task.

3. Methodology

In this section, we start with the problem formulation
of novel LiDAR view synthesis and the preliminary for
NeRFs. Following this, a detailed description of our pro-
posed LiDAR4D framework is provided.
Problem Formulation. In the dynamic driving scenario,
given the collected LiDAR point cloud sequence S =
{S0, S1, ..., Sn−1} (Si ∈ RK×4), along with the corre-
sponding sensor poses Ps = {P0, P1, ..., Pn−1} (Pi ∈
SE(3)) and timestamps Ts = {t0, t1, ..., tn−1} (ti ∈ R)
as inputs. Each single LiDAR frame Si contains K points
of 3D coordinates x and 1D reflection intensity ρ.

The goal of LiDAR4D is to reconstruct this dynamic
scene as a continuous implicit representation based on neu-
ral fields. Furthermore, given a novel sensor pose Pnovel

and any moment tnovel, LiDAR4D performs neural render-
ing to synthesize the LiDAR point cloud Snovel with inten-
sities under the novel space-time view.
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Figure 3. 4D decomposition of hybrid planar-grid representa-
tion. Dynamic features can be further aggregated using flow MLP.

Preliminary for NeRF. Neural radiance fields, NeRFs for
short, take 5D inputs of position x ∈ R3 and viewing direc-
tion (θ, ϕ) as inputs and establish the mapping to the vol-
ume density σ and color c. Afterward, it performs volume
rendering to estimate pixel values and synthesize images in
unknown novel views. In detail, it emits a light ray r from
the sensor center o with the direction d, i.e., r(t) = o+ td,
and then integrates the neural field outputs of N samples
along this ray to approximate the pixel color C. The volume
rendering function can be formed as follows:

Ĉ(r) =
N∑
i=1

Ti(1− e−σiδi)ci, Ti = exp(−
i−1∑
j=1

σjδj) (1)

where T indicates the accumulated transmittance, σ denotes
the density and δ refers to the distance between samples.

3.1. LiDAR4D Overview

Following neural radiance fields, our proposed LiDAR4D
reconstructs the point cloud scene into an implicit contin-
uous representation. Differing from original NeRFs with
photometric loss for RGB images, we redefine the neural
fields based on LiDAR, which are dubbed neural LiDAR
fields. As depicted in Figure 2, it focuses on modeling
the geometric depth, reflection intensity, and ray-drop prob-
ability of LiDAR point clouds. For large-scale dynamic
driving scenarios, LiDAR4D combines coarse-resolution
multi-planar features with high-resolution hash grid repre-
sentation to achieve efficient and effective reconstruction.
Then, we lift it to 4D and introduce temporal information
encoding for novel space-time view synthesis. To ensure
geometry-aware and time-consistent results, we addition-
ally incorporate explicit geometric constraints derived from
point clouds. Ultimately, we predict the ray-drop proba-
bility for each ray and perform global refinement with a
runtime-optimized U-Net to improve generation realism.

3.2. 4D Hybrid Planar-Grid Representation

Figure 3 illustrates how our proposed novel hybrid rep-
resentation breaks down the 4D space into planar and
hash grid features, which further subdivide into static and

Figure 4. Qualitative comparison for the hybrid representa-
tion. Compared to the noisy intensity reconstruction of LiDAR-
NeRF and the blurry one of K-Planes, our hybrid representation
achieves more precise and smooth results.

dynamic ones. Different from the reconstruction of small
indoor objects, large-scale autonomous driving scenes place
higher demands on the representation ability and resolution
of the features. However, the dense grid representation such
as TiNeuVox [9] is unscalable for large-scale scenarios due
to its cubically growing complexity. Therefore, we follow
K-planes [12] and decompose the scene space into a com-
bination of features in multiple orthogonal planes to dras-
tically reduce the parameter quantities. The planar feature
can be obtained as follows:

fplanar = S (V, (x, y, z, t)) ,V ∈ R(3M2+3MH)C (2)

where V stores features with M spatial resolution, H tem-
poral resolution and C channels. S refers to the sampling
function that projects 4D coordinates into the corresponding
planes (xy, xz, yz, xt, yt, zt) and interpolates features bilin-
early. Static (xy, xz, yz) and dynamic (xt, yt, zt) features are
multiplied separately by Hadamard product and multiscale
features are concatenated in a coarse-to-fine manner.

Nonetheless, for scenes spanning hundreds of meters,
this improvement in resolution remains inadequate, espe-
cially for the high-frequency intensity reconstruction. Ow-
ing to the hash grids proposed in Instant-NGP [28], an ex-
plicit grid structure with ultra-high resolution is possible.
Additionally, the sparsity of the LiDAR point cloud scene
substantially avoids the adverse effects of hash collisions.

fhash = S (G, (x, y, z, t)) ,G ∈ R(M3+3M2H)C (3)

where the dense grid G will be further compressed into
limited storage via hash mapping for parameter reduction.
Similarly, the 4D coordinates are projected into static (xyz)
and dynamic (xyt, xzt, yzt) multi-level hash grids before tri-
linear interpolation and concatenation, where the dynamic
features are multiplied using Hadamard product.

However, it’s notable that pure hash grid representation
still suffers from visual artifacts and noisy reconstruction
results (as shown in Figure 4), which impede the construc-
tion of accurate object geometry. In light of this, we adopt
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multi-planar features at lower resolutions for overall smooth
representation and employ hash grids at higher resolutions
to handle finer details, ultimately achieving high accuracy
and efficiency in large-scale scene reconstruction.

3.3. Scene Flow Prior

To enhance the temporal consistency of the current 4D
spatio-temporal representations, we further incorporate a
flow MLP [20, 46] for motion estimation. It takes the en-
coded spatio-temporal coordinates as input and constructs
the mapping from coordinate fields R4 to motion fields R3.

∆x = MLPflow(γ(x, t)), x′ = x+∆x (4)

Since the vehicle motion range may span a long distance
in autonomous driving scenarios, it is extremely hard to es-
tablish long-term correspondences to the canonical space
in deformable neural radiance fields. Thus, as with Li et
al. [21, 22], we utilize the flow MLP to predict motion
only between adjacent frames and aggregate multi-frame
dynamic features to achieve time-consistent reconstruction.

In addition, explicit geometric constraints can be fur-
ther derived from the input LiDAR point clouds. By feed-
ing point clouds into the flow MLP to produce the scene
flow prediction, we can regulate the chamfer distance as
a geometric loss (Lflow). It imposes motion prior and ad-
ditional supervision on LiDAR4D, thus accomplishing the
geometry-aware reconstruction. Chamfer Distance between
two frames of point cloud S and Ŝ is defined as follows:

CD =
1

K

∑
p̂i∈Ŝ

min
pi∈S

∥p̂i − pi∥22 +
1

K

∑
pi∈S

min
p̂i∈Ŝ

∥pi − p̂i∥22 (5)

Lflow =
∑
j∈±1

CD(Si +MLPflow(Si), Si+j), i ∈ (0, n−1) (6)

3.4. Neural LiDAR Fields

LiDAR emits laser pulses and measures the time-of-flight
(ToF) to determine object distance, along with the intensity
of reflected lights. Spinning LiDAR has a 360-degree hor-
izontal field of view (FOV) and a limited range of vertical
field of view, which perceives the environment with certain
angular resolution lasers. In the same way for neural Li-
DAR fields, we transmit lasers at specific angular intervals
within the FOV, using the center of the LiDAR sensor as
the origin o. The direction d of the laser is determined by
the azimuth angle θ and elevation angle ϕ under the polar
coordinate system, which is shown below.

d = (cos θ cosϕ, sin θ sinϕ, cosϕ)T (7)

Then we query 3D point coordinates sampled along the
laser and feed them into neural fields to predict the density
at the corresponding location. Following this, the density

Figure 5. Qualitative comparison for the ray-drop refinement.
The point-wise prediction of ray-drop probability by MLP cannot
preserve global patterns well. Instead, LiDAR4D drastically im-
proves generation realism via runtime-optimized U-Net.

along the ray is integrated to obtain the expectation of depth
value D, which serves as the laser beam’s return distance.

D̂(r) =

N∑
i=1

Ti

(
1− e−σiδi

)
zi, αi = 1− e−σiδi (8)

where zi is the depth value of queried points on the ray r,
and α is the definition of the opacity.

In addition, we predict the intensity I and ray-drop prob-
ability P separately for each point and similarly conduct
alpha-composition along the ray.

Î(r) =
N∑
i=1

Tiαiii, P̂(r) =

N∑
i=1

Tiαipi (9)

where ii and pi are the point-wise intensity and ray-drop
probability outputs of LiDAR4D. We use separate MLPs to
take temporal aggregated planar and hash features, as well
as position-encoded viewpoints as inputs for prediction.

i = MLPintensity(fplanar, fhash, γ(d)) (10)

ρ = MLPraydrop(fplanar, fhash, γ(d)) (11)

γ(x) = (sin(20x), cos(20x), ..., sin(2L−1x), cos(2L−1x))
(12)

3.5. Ray-drop Refinement

During laser ranging, a portion of the emitted rays is not
reflected back to the sensor, which is termed the ray-drop
characteristic. In fact, the ray-drop of LiDAR is signifi-
cantly impacted by various aspects, including distance, sur-
face properties and sensor noise. As in LiDAR-NeRF [39],
ray-drop prediction is directly accomplished with a point-
wise MLP head, which is essentially noisy and unreliable.
To address this issue, we employ the U-Net [35] with resid-
uals to refine the ray-drop mask globally and better pre-
serve the consistent pattern across regions. It takes the full
ray-drop probability, depth and intensity prediction of Li-
DAR4D as inputs (different from previous work) and refines
the final mask via binary cross-entropy loss as follows:

Lrefine = BCELoss
(
M̂Pred,MGT

)
(13)
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Method Type
Point Cloud Depth Intensity

CD↓ F-score↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑
LiDARsim [25] E . / S. / M. 3.2228 0.7157 6.9153 0.1279 0.2926 0.6342 21.4608 0.1666 0.0569 0.3276 0.3502 15.5853

NKSR [15] E . / S. / M. 1.8982 0.6855 5.8403 0.0996 0.2752 0.6409 23.0368 0.1742 0.0590 0.3337 0.3517 15.2081
PCGen [19] E . / S. 0.4636 0.8023 5.6583 0.2040 0.5391 0.4903 23.1675 0.1970 0.0763 0.5926 0.1351 14.1181

LiDAR-NeRF [39] I. / S. 0.1438 0.9091 4.1753 0.0566 0.2797 0.6568 25.9878 0.1404 0.0443 0.3135 0.3831 17.1549
D-NeRF [32] I. / D. 0.1442 0.9128 4.0194 0.0508 0.3061 0.6634 26.2344 0.1369 0.0440 0.3409 0.3748 17.3554

TiNeuVox-B [9] I. / D. 0.1748 0.9059 4.1284 0.0502 0.3427 0.6514 26.0267 0.1363 0.0453 0.4365 0.3457 17.3535
K-Planes [12] I. / D. 0.1302 0.9123 4.1322 0.0539 0.3457 0.6385 26.0236 0.1415 0.0498 0.4081 0.3008 17.0167

LiDAR4D (Ours) I. / D. 0.1089 0.9272 3.5256 0.0404 0.1051 0.7647 27.4767 0.1195 0.0327 0.1845 0.5304 18.5561

Table 1. Quantitative comparison on KITTI-360 dataset. We compare our method to different types of previous approaches and color
the top results as best and second best . E : Explicit, I : Implicit, S: Static, D: Dynamic, M: Mesh.

Method Type
Point Cloud Depth Intensity

CD↓ F-score↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑
LiDARsim [25] E . / S. / M. 12.1383 0.6512 10.5539 0.3572 0.1871 0.5653 17.7841 0.0659 0.0115 0.1160 0.5170 23.7791

NKSR [15] E . / S. / M. 11.4910 0.6178 9.3731 0.5763 0.2111 0.5637 18.7774 0.0680 0.0119 0.1290 0.5031 23.4905
PCGen [19] E . / S. 2.1998 0.6341 8.8364 0.4011 0.1792 0.5440 19.2799 0.0768 0.0147 0.1308 0.4410 22.4428

LiDAR-NeRF [39] I. / S. 0.3225 0.8576 7.1566 0.0338 0.0702 0.7188 21.2129 0.0467 0.0076 0.0483 0.7264 26.9927
D-NeRF [32] I. / D. 0.3296 0.8513 7.1089 0.0368 0.0789 0.7130 21.2594 0.0467 0.0080 0.0492 0.7180 26.9951

TiNeuVox-B [9] I. / D. 0.3920 0.8627 7.2093 0.0290 0.1549 0.6873 21.0932 0.0462 0.0080 0.1294 0.7107 26.8620
K-Planes [12] I. / D. 0.2982 0.8887 6.7960 0.0209 0.1218 0.7258 21.6203 0.0438 0.0076 0.1127 0.7364 27.4227

LiDAR4D (Ours) I. / D. 0.2443 0.8915 6.7831 0.0258 0.0569 0.7396 21.7189 0.0426 0.0071 0.0459 0.7498 27.7977

Table 2. Quantitative comparison on NuScenes dataset. The notations are consistent with the KITTI-360 Table 1 above.

where M indicates the global mask rendered from range
view and MGT is calculated from the input point clouds.

We emphasize that the lightweight network is randomly
initialized and optimized at runtime efficiently for recon-
struction. As illustrated in Figure 5, the global optimization
greatly improves the prediction results and further enhances
the fidelity of the generated LiDAR point cloud.

3.6. Optimization

For the optimization of LiDAR4D, the total reconstruction
loss is the weighted combination of the depth loss, intensity
loss, ray-drop loss, flow loss and refinement loss, which can
be formalized as follows:

Ldepth =
∑
r∈R

∥∥D̂(r)−D(r)
∥∥
1

(14)

Lintensity =
∑
r∈R

∥∥Î(r)− I(r)
∥∥2
2

(15)

Lraydrop =
∑
r∈R

∥∥P̂ (r)− P (r)
∥∥2
2

(16)

L = λαLdepth + λβLintensity + λγLraydrop

+ ληLflow + λrLrefine

(17)

4. Experiments
4.1. Experimental Setup

Datasets. We conducted comprehensive experiments on
the public autonomous driving datasets KITTI-360 [23] and

Figure 6. Qualitative novel view LiDAR point cloud synthesis
results on KITTI-360 dataset. As highlighted in the red bound-
ing box, LiDAR-NeRF fails to reconstruct the dynamic vehicles.
In contrast, LiDAR4D generates more accurate geometry for mov-
ing cars, even in sparse point clouds far away.

NuScenes [3], from which we collected multiple dynamic
point cloud sequences containing largely moving vehicles.
KITTI-360 is equipped with a LIDAR of 64-beam, a 26.4-
degree vertical FOV, and an acquisition frequency of 10Hz.
We selected 51 consecutive frames as a single scene and
held out 4 samples at a 10-frame interval for NVS evalua-
tion. Meanwhile, Nuscenes’ LiDAR has 32 beams, a 40-
degree vertical FOV, and a 20-Hz acquisition frequency.
To cover a larger range of reconstruction, i.e., spanning
100∼200 meters, we still selected samples at a frequency
of 10 Hz, which is consistent with the KITTI-360.

5150



Figure 7. Qualitative comparison for LiDAR intensity reconstruction and synthesis.

Figure 8. Qualitative comparison for LiDAR depth reconstruction and synthesis.

Baselines. We present a comprehensive comparison of Li-
DAR4D with different types of baselines, encompassing ex-
plicit and implicit reconstruction approaches as well as dy-
namic NeRFs. We reproduce the mesh-based reconstruction
method LiDARsim [25] and also replace the surface recon-
struction model with the state-of-the-art method NKSR [15]
for convincing. It’s noted that we employ U-Net trained
from original point clouds to further predict ray-drop for
these two methods. Meanwhile, PCGen [19] reconstructs

directly based on the point clouds and predicts ray-drop
with the MLP. LiDAR-NeRF [39] is our primary compar-
ison, and we directly adopt the official implements. In ad-
dition, we migrate dynamic neural radiance field methods
such as D-NeRF [32], K-Planes [12], and TiNeuVox [9] to
LiDAR NVS pipeline for a thorough comparison.
Metrics. We offer multi-faceted metrics for evaluation.
Chamfer Distance [8] measures the 3D geometric error be-
tween the generated and the ground-truth point clouds by
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Method Type
Point Cloud Depth Intensity

CD↓ F-score↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑ RMSE↓ MedAE↓ LPIPS↓ SSIM↑ PSNR↑
LiDARsim [25] E . / S. / M. 2.2249 0.8667 6.5470 0.0759 0.2289 0.7157 21.7746 0.1532 0.0506 0.2502 0.4479 16.3045

NKSR [15] E . / S. / M. 0.5780 0.8685 4.6647 0.0698 0.2295 0.7052 22.5390 0.1565 0.0536 0.2429 0.4200 16.1159

PCGen [19] E . / S. 0.2090 0.8597 4.8838 0.1785 0.5210 0.5062 24.3050 0.2005 0.0818 0.6100 0.1248 13.9606

LiDAR-NeRF [39] I. / S. 0.0923 0.9226 3.6801 0.0667 0.3523 0.6043 26.7663 0.1557 0.0549 0.4212 0.2768 16.1683

LiDAR4D (Ours) I. / D. 0.0894 0.9264 3.2370 0.0507 0.1313 0.7218 27.8840 0.1343 0.0404 0.2127 0.4698 17.4529

Table 3. Quantitative comparison on KITTI-360 Static Scene Sequence. We bold the best results and underline the second-best.

nearest neighbor, and we also report the F-score value with
an error threshold of 5cm. In addition, we introduce Root
Mean Square Error (RMSE) and Median Absolute Error
(MedAE) to calculate the pixel-by-pixel error of the pro-
jected range images, as well as LPIPS [45], SSIM [41] and
PSNR to measure the overall variance. We evaluate both
the depth and intensity reconstruction results.

4.2. Implementation Details

Consistent with LiDAR-NeRF [39], the entire point cloud
scene is scaled within the unit cube space. And we uni-
formly sampled 768 points along each laser. The opti-
mization of LiDAR4D is implemented on Pytorch [31] with
Adam [17] optimizer. The maximum iteration is set to 30k
for each scene, with a batch size of 1024 rays, followed
by the fast ray-drop refinement with 300 epochs. We con-
struct multi-planar representations following K-Planes [12]
and hash grids built on tiny-cuda-nn [27]. The multi-level
features of planes and hash grids are concatenated before
feeding into MLPs. All experiments were conducted on a
single NVIDIA GeForce RTX 4090 GPU. For more imple-
mentation details, please refer to Supplementary Material.

4.3. Evaluation of Novel-View LiDAR Synthesis

Results on KITTI-360 dataset. The quantitative compari-
son on KITTI-360 dataset is displayed in Table 1. Our pro-
posed LiDAR4D exhibits remarkable performance across
all metrics in comparison to prior SOTA methods, demon-
strating its superiority in dynamic reconstruction. In com-
parison to LiDAR-NeRF, our approach has led to a 24.3%
reduction in the CD error of the novel-view point cloud
synthesis. As illustrated in Figure 6, LiDAR4D achieves
accurate reconstruction of every dynamic vehicle, whereas
LiDAR-NeRF encounters failure. As shown in Figures 7
and 8, the resolution limitation causes blurring and over-
smooth results of dynamic NeRFs such as TiNeuVox and
K-Planes. This demonstrates again the effectiveness of our
designed hybrid representation for large-scale scenes. Ad-
ditionally, we follow the setting in LiDAR-NeRF to repeat
experiments in static scenarios, and Table 3 verifies that
there is no performance degradation in LiDAR4D.
Results on NuScenes dataset. To further validate the gen-
eralizability of LiDAR4D, we conducted the same experi-

ment on NuScenes. As illustrated in Table 2, our method
still achieves the best reconstruction quality even with a
completely different LiDAR configuration. Ultimately, our
method still excels in the reconstruction of depth and in-
tensity, as evidenced by the 24.2% reduction in CD error
to LiDAR-NeRF. Please refer to Supplementary Material
for more quantitative and qualitative experimental results
on KITTI-360 and NuScenes datasets, as well as the abla-
tion study and further applications.

5. Limitations
Despite the fact that LiDAR4D has exhibited exceptional
performance in a substantial number of experiments, the
long-distance vehicle motion and occlusion problem of
point clouds remain open questions. There is still a signifi-
cant gap in the reconstruction of dynamic objects compared
to static ones. In addition, foreground and background may
be difficult to separate well. Furthermore, based on real-
world datasets, quantitative evaluation of NVS is limited
within the ego-car trajectory and does not allow for the de-
coupling of novel spatial and temporal view synthesis.

6. Conclusion
In this paper, we revisit the limitations of existing LiDAR
NVS methods and propose a novel framework to address
three major challenges, namely dynamic reconstruction,
large-scale scene characterization, and realistic synthesis.
Our proposed method LiDAR4D proves its superiority un-
der extensive experiments, achieving geometry-aware and
time-consistent reconstruction of large-scale dynamic point
cloud scenes and generating novel space-time view LiDAR
point clouds closer to the real distribution. We believe that
more future work will focus on combining LiDAR point
clouds with neural radiance fields and explore more pos-
sibilities for dynamic scene reconstruction and synthesis.
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