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Figure 1. a The visualization of the proposed NetTrack is similar to a Net. Object dynamicity distorts the internal relationships of
the object, presenting challenges for traditional coarse-grained tracking methods that rely solely on bounding boxes. While NetTrack
introduces fine-grained Nets that are robust to dynamicity. b Qualitative results of NetTrack tracking highly dynamic objects under open-
world tracking and referring expression comprehension settings. Dynamicity like deformation and fast motion results in drastic changes in
the coarse-grained representation, while the fine-grained Nets can contract robustly. The dashed boxes represent the object position from
the previous time step. c We propose a challenging benchmark named BFT, dedicated to evaluating highly dynamic object tracking with
abundant scenarios shown in the external circular and diverse species shown in the central word cloud.

Abstract

The complex dynamicity of open-world objects presents
non-negligible challenges for multi-object tracking (MOT),
often manifested as severe deformations, fast motion, and
occlusions. Most methods that solely depend on coarse-
grained object cues, such as boxes and the overall appear-
ance of the object, are susceptible to degradation due to
distorted internal relationships of dynamic objects. To ad-
dress this problem, this work proposes NetTrack, an ef-
ficient, generic, and affordable tracking framework to in-
troduce fine-grained learning that is robust to dynamicity.
Specifically, NetTrack constructs a dynamicity-aware asso-
ciation with a fine-grained Net, leveraging point-level vi-
sual cues. Correspondingly, a fine-grained sampler and
matching method have been incorporated. Furthermore,
NetTrack learns object-text correspondence for fine-grained
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localization. To evaluate MOT in extremely dynamic open-
world scenarios, a bird flock tracking (BFT) dataset is
constructed, which exhibits high dynamicity with diverse
species and open-world scenarios. Comprehensive eval-
uation on BFT validates the effectiveness of fine-grained
learning on object dynamicity, and thorough transfer exper-
iments on challenging open-world benchmarks, i.e., TAO,
TAO-OW, AnimalTrack, and GMOT-40, validate the strong
generalization ability of NetTrack even without finetuning.

1. Introduction

Multiple object tracking (MOT) [7, 23, 34, 42, 45] aims to
maintain continuous visual perception of objects of inter-
est in videos and the real world. Traditional MOT meth-
ods often assume objects as coarse-grained entities because
in classical MOT tasks [9, 61, 67], the dynamicity of spe-
cific object categories [10] and scenes is not significant, and
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the internal relationships within objects are relatively sta-
ble. However, the demand for tracking arbitrary objects,
especially highly dynamic objects, in open-world MOT
tasks [31, 39, 47] severely challenges this assumption.

The high dynamicity of open-world objects, manifested
as severe deformation, fast motion, and frequent occlusion,
poses challenges for existing methods in two major aspects:
1) Association For most methods relying solely on coarse-

grained visual representations, the high dynamicity ren-
ders the temporal continuity fragile in terms of associ-
ation, since the internal relationships in the objects are
distorted. These methods typically represent the overall
object as coarse-grained bounding boxes [7, 71] or the
corresponding features [23, 34], and the dynamicity sig-
nificantly reduces the similarity of such representations
across different time steps, as shown in Fig. 1-b.

2) Localization The high dynamicity also poses chal-
lenges to establishing accurate object-text correspon-
dence for localization. State-of-the-art (SoTA) meth-
ods [23, 34] typically learn the coarse-grained corre-
spondence between the entire image and text in pre-
training. For severely deformed or occluded objects,
these methods often struggle to localize.
In this work, we propose NetTrack, introducing fine-

grained learning to address the above two aspects. Regard-
ing association, NetTrack utilizes physical points on the ob-
ject’s appearance that are less susceptible to object dynam-
icity and form fine-grained visual cues. For localization,
grounded pre-training is utilized to learn fine-grained cor-
respondences between objects and text. Therefore, our pri-
mary contributions are outlined as follows:
Fine-grained Net for dynamicity-aware association In-
stead of viewing the object as a coarse-grained entity, this
work tracks the object with a fine-grained Net, which lever-
ages points of interest (POIs) on the surface of object ap-
pearance. The dynamicity, such as deformations, distorted
internal relationships between POIs by altering global rela-
tive position and appearance feature distribution, while the
fine-grained representations of the points themselves, such
as local appearance color and relationships with neighbor-
ing points, are seldom affected and exhibit robustness, as
shown in Fig. 1-b. Following this viewpoint, we design
a fine-grained sampler to discover potential POIs and uti-
lize fine-grained visual cues of these points, along with the
emerging physical point tracking methods [12, 22, 28], for
robust tracking. Subsequently, a simple yet effective fine-
grained similarity calculation method is proposed to deter-
mine the containment relationship between the tracked POIs
and candidate objects. The proposed fine-grained similar-
ity scores are combined with the existing coarse-grained to
achieve more robust association of dynamic objects.
Object-text correspondence for fine-grained localization
To discover and localize highly dynamic objects of interest
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Large bird with brown body, white head and tail.

Figure 2. Comparison between the localization method [23, 50]
based on coarse-grained object-text correspondence and our fine-
grained method. Our fine-grained approach localizes dynamic ob-
jects better and can leverage professional descriptions from em-
bedded descriptors (GPT-3.5 [6] in the example) with a better un-
derstanding of context.

in tracking, this work adopts a pre-training method to track-
ing by phrase grounding [32, 41, 68] for fine-grained object-
text correspondence. Compared to CLIP-based tracking
methods [23, 34] that utilize coarse-grained image-text cor-
respondence, NetTrack can more effectively distinguish
highly dynamic objects, as shown in Fig. 2. Furthermore,
by embedding descriptors (GPT-3.5 [6] in Fig. 2) within
the framework, the proposed framework learns contextual
information, such as provided professional application and
knowledge context, to mitigate background interference and
achieve practical real-world applications for efficient dy-
namic object tracking.
A highly dynamic benchmark and transfer experiments
on diverse scenarios This work introduces a highly dy-
namic open-world MOT dataset, named bird flock tracking
(BFT), to evaluate the performance of tracking methods in
tracking highly dynamic objects. BFT is particularly no-
table for the complex and unpredictable dynamicity of 22
bird species for three main reasons: 1) Fast motion caused
by the three-dimensional activity space. 2) Deformations
resulting from frequent flapping of wings [37]. 3) Occlu-
sions arising from the collective behavior of birds [38, 39]
in the flock. Furthermore, BFT comprises 14 distinct open-
world scenes and 22 species in 106 sequences, showcasing
a rich diversity, as depicted in Fig. 1-c. In evaluation, the
proposed NetTrack framework reaches SoTA performance
in tracking highly dynamic objects in BFT. Besides, com-
prehensive zero-shot transfer experiments show NetTrack
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surpasses tracking baselines on several challenging open-
world MOT benchmarks, e.g., TAO [8, 34], TAO-OW [42],
AnimalTrack [69], and GMOT-40 [1]. The introduced fine-
grained learning contributes to stronger generalization abil-
ity of NetTrack even without finetuning. As an efficient,
generic, and affordable tracking framework, NetTrack also
exhibits potential in open-world application scenarios, fur-
ther highlighting its suitability for downstream tasks.

2. Related Work
Open-world multi-object tracking methods Tracking-
by-detection [4, 5, 7, 48, 65, 71] has been the most popu-
lar framework in MOT, which includes localizing potential
objects and associating them over time [45]. Traditional
MOT methods typically focus on limited scenes and ob-
ject categories, such as pedestrians [4, 59, 65, 70] in public
places or vehicles [53, 71] in autonomous driving scenarios.
Comparatively, open-world tracking tasks require trackers
to have the ability to track any object in complex and dy-
namic scenes. The rise of CLIP [54]-based open-set ob-
ject detection [19, 50, 73] has promoted this task, inspiring
advanced open-world tracking baselines [34, 50] to utilize
CLIP-style pre-training to achieve generalization by lever-
aging the correspondence between text and images. How-
ever, these mainstream tracking methods [4, 7, 34, 59, 71]
usually view objects as coarse-grained bounding boxes, but
the high dynamicity of open-world objects can often dis-
rupt the temporal similarity of this coarse representation.
Moreover, compared to the shallow-fused vision-language
features used in CLIP-like pre-training, localizing dynamic
objects often requires establishing fine-grained correspon-
dences between the object and text to counteract the appear-
ance distortion or impairment of the objects.

The recent emergence of physical point tracking meth-
ods [11, 12, 22, 28, 63] has inspired this work to introduce
fine-grained visual cues of objects. These methods aim to
track arbitrary physical points over video clips, relying on
point-level appearance representation rather than coarsely
propagating the overall object, therefore holding promise to
maintain good generalization for dynamic objects. Addi-
tionally, the pre-training approach based on phrase ground-
ing [21] has also been applied in open-set object detection
tasks [32, 41, 68], and its potential benefits for dynamic ob-
ject tracking are anticipated due to object-level, language-
aware, and semantic-rich visual representations.
Open-world multi-object tracking benchmarks Classi-
cal MOT benchmarks mainly focus on limited object cate-
gories and scenarios, where objects typically maintain sta-
ble appearances or poses and undergo relatively simple
motion, e.g., tracking pedestrian [9, 10, 30, 49] or vehi-
cles [18, 60, 67]. With increasing demands for open-world
tracking applications, MOT benchmarks that focus on a
wider range of scenarios and object classes have emerged.

TAO [8] includes numerous unseen objects in massive data,
GMOT-40 [1] focuses on tracking unseen object categories,
and AnimalTrack [69] places emphasis on tracking wildlife.
Later, TAO-OW [42] defines known and unknown object
categories in an open-world setting, and Li et al. [34] divide
object categories into base and novel on the TAO bench-
mark in an open-vocabulary setting. In diverse open-world
MOT tasks, while learning unseen classes is of paramount
importance, the dynamicity resulting from potential severe
deformations and fast motion of these unseen objects are
equally crucial, necessitating a comprehensive evaluation.

3. Method

The proposed NetTrack framework introduces a fine-
grained Net for dynamicity-aware object association and
fine-grained object-text correspondence for dynamicity-
aware localization. Sec. 3.1 describes structuring the ob-
ject into fine-grained Nets using sampling and performing
association. Sec. 3.2 primarily discusses how fine-grained
object-text correspondence positively affects the localiza-
tion of dynamic objects.

3.1. Fine-Grained Net

The proposed dynamicity-aware association utilizes fine-
grained Nets to construct robust visual cues for object dy-
namicity. It mainly consists of a fine-grained sampler and a
matching method. The overall process is shown in Fig. 3.
Fine-grained sampler This work introduces point-level
visual cues to form fine-grained Nets with points of inter-
est (POIs). Ideally, sampling POIs should accurately cap-
ture every valuable point on the surfaces of every interested
object, avoiding background interference or the redundant
computational burden. A straightforward thought is to sam-
ple POIs inside boxes of tracked objects and update points
frame by frame. However, such an approach can impose
a certain computational burden, ignorance of false negative
samples, and insufficient visual context. Therefore, a fine-
grained sampler is proposed to sample cross-frame POIs.

Denote the expected distribution of POIs as f(x), where
x refers to a point in the image I . The object motion is esti-
mated based on Kalman Filter [27] as in [4, 5, 7, 71]. Such
estimation acts as the coarse distribution of novel objects in
a certain period of S frames. The distribution can then be
transformed to a point-level form as p(x|T coarse

o , {I}Si=1),
where T coarse

o is the coarsely estimated coarse-grained tra-
jectory of objects and p(·) is a binary distribution that dis-
cover the potential POIs. This distribution serves as an im-
portance weight to sample the POIs. Given point number
K, the expected POIs can then be formulated using impor-
tance sampling [62] as:

Ex∼p(x|{I}S
i=1

)[f(x)] =
1

K

K∑
i=1

f(xi)

p(xi|T coarse
o , {I}Si=1)

. (1)
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Figure 3. Dynamicity-aware association in the NetTrack frame-
work. Unlike the coarse-grained association methods that only
learn the box motion or overall appearance, dynamicity-aware as-
sociation benefits from fine-grained Nets which are robust against
the open-world dynamicity and exhibit stronger generalization
ability.

Therefore, the fine-grained POIs are determined at frame
#t-1 and estimated at frame #t with point tracking models.
Fine-grained matching Utilizing fine-grained Nets
for tracking requires matching the memorized POIs with
the current detection results based on temporal similarity.
Given the point tracker model Trp, the estimated point
trajectories Tp can be obtained in the aforementioned pe-
riod. After acquiring the detection results Dt for the current
frame #t, the fine-grained matching method calculates the
number of estimated points from a Net that fall inside a can-
didate detection box as fine-grained similarity. Suppose N
is the number of tracked objects in frame #t − 1, the el-
ement Si,j of the matching fine-grained score matrix S of
N Nets {Pi}Ni=1 and M detection boxes {bj}Mj=1 can be
expressed as:

Si,j = wi,j
|Pi ∩ bj |

|Pi|
, wi,j = min{1, A(b̂i)

A(bj)
} , (2)

where w is a weight to penalize candidate detection boxes
with excessively large areas, as larger areas often result in
predicted points prone to fall within the box, leading to po-
tential misjudgments. |Pi ∩ bj | refers to the number of
points from Net Pi positioning inside bj , depicted as valid
points in Fig. 3, and |Pi| is the number of points in Net Pi.
A(·) refers to area of a box, and b̂ is the predicted box of
a tracked object in frame #t using [27]. Afterward, com-
bined with the coarse-grained similarity score, the overall
matching score can be obtained. As shown in Fig. 3, object

dynamicity often leads to a decrease in coarse-grained sim-
ilarity in Intersection over Union (IOU), while fine-grained
association remains robust. The matching process is then
carried out using the Hungarian algorithm [29]. Details of
the method are described in Algorithm 1.

3.2. Fine-Grained Object-Text Correspondence

To learn fine-grained object-text correspondence for local-
ization, this work introduces a pre-training strategy based
on phrase grounding to track dynamic objects and mitigates
the adverse effects of object dynamics with a deep fusion of
textual and object features. Different from SoTA tracking
methods [23, 34] that utilizes CLIP [54]-based pre-training,
we follow [32, 41, 68] to identify the correspondence be-
tween phrases in sentences and objects in images to for-
mulate fine-grained object-text correspondence. Given the
input image I and language prompt P, corresponding ob-
ject features FO and language features FL can be obtained
with a visual encoder EncV and a language encoder EncL,
respectively. Afterward, we can get fused features F′

O and
F′

L by deep fusion, and further obtain the object-text corre-
spondence score Sground. The formula for this process is:

FO = EncV(I), FL = EncL(P),

F′
O, F

′
L = Fuse(FO,FL), Sground = F′

OF
′⊤
L .

(3)

From a visual perspective, fine-grained object-text corre-
spondence enhances the language awareness of visual fea-
tures, thereby enabling better discernment of deformed ob-
jects. From a language view, such correspondence learns
contextualized representations at the word or sub-sentence
level during pre-training [41], avoiding biases caused by un-
necessary word interactions. The proposed framework also
allows for a more detailed understanding of the object with
an embedded descriptor, e.g., large language models [6, 52].
Consequently, such fine-grained correspondence is better
suited for capturing more specific contextual information in
professional scenarios, as illustrated in Fig. 2 and Fig. 10.

4. BFT Dataset
Data collection Bird flocks are among the most dynamic
objects to track in the open world and thus are considered
ideal subjects for this work. The dynamicity of birds is
mainly attributed to three phenomena: 1) Bird flocks exhibit
higher maneuverability compared to ground objects due to
the three-dimensional activity space and an additional de-
gree of freedom. In addition, the inertia of birds is rela-
tively small, allowing them to accelerate, decelerate, and
change direction more flexibly. The complex aerodynamic
effects [16] also make the motion of flying bird flocks more
difficult to predict. 2) Birds generally experience frequent
and intense deformation during flight, mainly due to wing-
beat [37]. 3) Collective behavior [38, 39] is widespread in
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on the map represent the number of videos in each corresponding area, e.g., 30 videos from North America. b Dynamicity comparison
between BFT and other datasets on aspect ratio change. The more dispersed distribution means more frequent object deformation and
occlusion in BFT. c Dynamicity comparison between BFT and other datasets on object motion. The larger object motion in BFT represents
the faster motion of objects.

many species of bird flocks. This often results in a dense
distribution of bird flocks within a limited space, making it
visually susceptible to occlusion. In addition to the afore-
mentioned dynamic challenges, birds often have similar ap-
pearances in flocks, which also adds to the difficulty of vi-
sual discrimination.

To showcase the diversity of open-world scenarios and
the variety of species, the BFT dataset incorporates 22 bird
species and 14 common natural and cultural scenes, cov-
ering six continents as illustrated in Fig. 4-a and Fig. 1-c.
Detailed corresponding order, family, genus, and species of
bird are in Fig. 7. The primary data source is the BBC nature
documentary series Earthflight [25]. 106 carefully selected
clips were extracted from around 6 hours of video, which
were further divided into a training set with 35 videos, a val-
idation set with 25 videos, and a test set with 36 videos. All
the data underwent meticulous annotation by experts and
multiple rounds of review by tracking domain experts, as
well as verification by experts in the field of biology. The
frame rate of both the videos and annotations is commonly
set at 25 frames per second (FPS).
High dynamicity The higher dynamicity in BFT includes
more severe deformations, faster motion, and more frequent
occlusions. Quantitatively, Fig. 4-b,c compare the dynam-
icity of BFT with other open-world MOT datasets [1, 8,
69] from two aspects. Specifically, aspect ratio change
(ARC) [15, 51] is a commonly used tracking attribute,
which measures the frequency and severity of object defor-
mations or occlusions. Object motion is another attribute
to measure the displacement of an object between two con-
secutive time steps. Detailed statistics are shown in Sec. 8.
Due to the more dispersed ARC distribution of BFT and
the larger values of the motion distribution, BFT represents

stronger dynamicity compared to other dataset.

5. Experiments

The experimental section aims to validate the following
core conclusions of this work:
1) High dynamicity of open-world objects poses significant

challenges for MOT.
2) NetTrack outstandingly handles dynamic objects and ex-

hibits strong generalization abilities on diverse open-
world tracking datasets without finetuning.

3) The proposed fine-grained learning shows stronger gen-
eralization abilities for tracking dynamic objects com-
pared to coarse-grained methods.

5.1. Settings

Dataset BFT is utilized to assess the performance of track-
ers in highly dynamic open-world scenarios. In zero-shot
transfer evaluation, the validation sets of the large-scale
TAO-OW [42] and TAO [8] are employed for extensive
generalization ability assessment. Specifically, the eval-
uation of TAO follows the description in [34], where an
open-vocabulary setting is adopted for base and novel cate-
gories, and the classification ability of trackers is evaluated.
Novel classes are the classes defined as rare in the LVIS [20]
dataset. Differently, object classes of TAO-OW are divided
into known and unknown based on whether they belong to
the 80 categories in COCO [36]. In the ablation experi-
ments, in addition to TAO and TAO-OW, AnimalTrack [69]
and GMOT-40 [1] are also included as references and eval-
uated in an open-world setting following TAO-OW. Regard-
ing AnimalTrack, 8 out of 10 classes are outside the COCO
categories. Similarly, 12 out of 18 classes in GMOT-40 are

19149



Table 1. Overall evaluation on the highly dynamic BFT. ⋆ denotes comprehensive evaluation metrics. Finetuned results are in gray, and the
best results in each setting are in bold. † denotes the offline setting.

Detector Method
BFT benchmark evaluation

LineOWTA⋆↑ D. Re.↑ D. Acc.↑ D. Pr.↑ A. Acc.↑ A. Re.↑ A. Pr.↑ HOTA⋆↑ MOTA⋆↑ IDF1⋆↑

a) Finetuned on BFT dataset

YOLO-v3 [55] JDE [64] 33.0 46.9 40.9 61.0 23.4 24.7 66.7 30.7 35.4 37.4 1

CenterNet [74]
CenterTrack [75] 61.6 70.5 58.5 71.5 54.0 57.8 82.8 56.0 60.2 61.0 2

FairMOT [70] 40.2 57.5 53.3 75.7 28.2 29.4 78.3 38.5 56.0 41.8 3

YOLO-v5 [24] CSTrack [35] 34.2 49.6 47.0 79.9 23.7 24.5 81.1 33.2 46.7 34.5 4

Deformable DETR [76]

TransTrack [59] 66.8 73.9 64.2 76.9 60.3 64.6 82.1 62.1 71.4 71.4 5
TrackFormer [48] 67.4 74.5 66.0 78.9 61.1 65.8 82.8 63.3 74.1 72.4 6
P3AFormer [72] 42.3 40.9 38.1 71.9 44.0 46.9 75.7 40.7 43.8 52.9 7
TransCenter [66] 63.5 73.2 65.8 77.6 55.3 58.5 82.8 60.0 76.4 68.6 8

YOLOX [17]

SORT [4] 63.2 64.2 60.6 78.7 62.3 65.5 82.0 61.2 75.5 77.2 9
IOUTracker [5] 70.5 75.2 67.5 79.0 66.3 70.2 85.5 66.6 78.5 76.4 10
ByteTrack [71] 65.2 66.3 61.2 75.3 64.1 69.0 77.1 62.5 77.2 82.3 11
OC-SORT [7] 68.9 69.2 65.4 83.8 68.7 72.1 86.8 66.8 77.1 79.3 12

b) Zero-shot setting

YOLOX [17]

SORT [4] 54.2 55.4 52.2 79.5 53.0 55.7 82.8 52.5 60.6 63.6 14
IOUTracker [5] 55.6 57.3 54.1 84.9 53.9 57.4 84.1 53.9 60.1 59.1 15
DeepSORT [65] 44.7 53.1 48.1 71.0 37.8 40.4 74.8 42.3 51.3 49.9 16
Tracktor++ [2] 29.0 65.8 60.9 82.4 12.9 20.4 29.7 27.8 35.0 26.2 17
ByteTrack [71] 54.8 56.0 51.6 73.3 53.7 58.5 73.4 52.5 61.5 68.4 18
OC-SORT [7] 58.5 57.7 55.2 87.7 59.4 62.0 87.9 57.2 61.0 66.6 19

StrongSORT [14] 43.2 54.7 48.3 73.0 34.2 36.8 74.2 40.4 47.9 43.4 20
StrongSORT++ [14] 42.9 54.1 44.2 61.7 34.4 37.5 69.2 38.6 39.4 42.9 21
Deep OC-SORT [46] 33.6 26.4 25.4 81.5 42.8 45.3 84.3 32.9 25.7 39.3 22

NetTrack (ours) 63.3 70.6 61.2 77.6 56.8 60.5 83.3 58.8 62.5 65.1 23

Grounding DINO [41]

SORT [4] 59.9 63.9 60.1 81.1 56.2 58.9 84.1 57.9 71.4 69.7 24
IOUTracker [5] 70.9 77.4 62.3 71.9 65.0 70.8 82.4 63.5 65.8 70.7 25
ByteTrack [71] 64.1 67.9 61.1 73.0 60.5 66.5 73.7 60.7 74.9 78.9 26
OC-SORT [7] 69.0 70.9 66.8 87.9 67.2 70.1 90.4 66.9 73.6 76.0 27

NetTrack (ours) 72.5 80.7 72.6 83.3 65.2 70.4 82.5 68.7 78.9 77.0 28

outside the COCO categories.
Metrics Open-world tracking accuracy (OWTA) [42] is an
open-world MOT metric proposed for TAO-OW and is the
main metric in our experiments. OWTA evaluates both de-
tection recall (D. Re.) and association accuracy (A. Acc.),
respectively. Detection accuracy (D. Acc.), detection pre-
cision (D. Pr.), association recall (A. Re.), and association
precision (A. Pr.) are reference metrics. TETA [33] aims
to evaluate multi-category objects and is used to evaluate
the TAO dataset under an open-vocabulary setting. Local-
ization score (LocA) and association score (AssocA) are
calculated in TETA. HOTA [44], MOTA [3], and IDF1 [56]
are classic metrics used for comparisons with classic MOT
methods on BFT and serve as references. All evaluation
processes are adopted from TrackEval [26].
Implementation details In NetTrack, the coarse-grained
association adapts from BYTE [71], and the default point
tracker adapts from CoTracker [28] pretrained on TAP-Vid-
Kubric [11]. By default, the tracking stride is 8, lost tracks
are retained for 30 frames, and the initialized point sampling
is with a grid of (3,3). The default detector is Ground-
ingDINO [41] with Swin-B [43] backbone, which was pre-
trained on COCO [36], O365 [58], etc. To validate the gen-
eralization ability of NetTrack in an affordable manner for
open-world MOT applications, no additional training is re-
quired for all evaluated benchmarks. The finetuning and
evaluation of the publicly available SoTA trackers on BFT
followed their default settings.

Table 2. Zero-shot transfer evaluation on open-vocabulary MOT
comparison. ⋆ denotes comprehensive evaluation metrics, and
∗ represents non open-world setting, i.e., also trained on novel
classes on TAO. Results of finetuning and learning novel classes
are shown in gray, and the best results are shown in bold.

Method

TAO benchmark evaluation

Base Novel

TETA⋆↑ LocA↑ AssocA↑ ClsA↑ TETA⋆↑ LocA↑ AssocA↑ ClsA↑

a) Finetuned on TAO dataset

DeepSORT [65] 26.9 47.1 15.8 17.7 21.1 46.4 14.7 2.3
Tracktor++ [2] 28.3 47.4 20.5 17.0 22.7 46.7 19.3 2.2
QDTrack∗ [53] 27.1 45.6 24.7 11.0 22.5 42.7 24.4 0.4

TETer∗ [33] 30.3 47.4 31.6 12.1 25.7 45.9 31.1 0.2

b) Trained with LVIS dataset

OVTrack [34] 35.5 49.3 36.9 20.2 27.8 48.8 33.6 1.5

c) Zero-shot setting

NetTrack (ours) 33.0 45.7 28.6 24.8 32.6 51.3 33.0 13.3

5.2. High Dynamicity Evaluation

A comprehensive evaluation of NetTrack and other SoTA
trackers on the highly dynamic BFT is presented in Tab. 1.
The evaluation is divided into two main parts: a) Fine-
tuning on the BFT dataset using closed-set trackers. b)
Open-world MOT condition, which involves tracking un-
der zero-shot settings. To ensure a fair evaluation of tracker
performance in the highly dynamic challenges of the open-
world scenarios, all text prompts for open-world conditions
only include ’bird’, consistent with the category in the
COCO dataset that is used to train closed-set trackers. The
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Table 3. Zero-shot transfer evaluation on TAO-OW. ⋆ denotes
comprehensive evaluation metrics, and ∗ represents non open-
world setting, i.e., also trained on unknown classes. Finetuned
results are in gray, and the best results are shown in bold.

Method

TAO-OW benchmark evaluation

Known Unknown

OWTA⋆↑ D. Re.↑ A. Acc.↑ OWTA⋆↑ D. Re.↑ A. Acc.↑

a) Finetuned on TAO-OW dataset

SORT [4] 46.6 67.4 33.7 33.9 43.4 30.3
SORT-TAO∗ [8] 54.2 74.0 40.6 39.9 68.8 24.1
AOA∗ [13] 52.8 72.5 39.1 49.7 74.7 33.4
Tracktor [2] 57.9 80.2 42.6 22.8 54.0 10.0
OWTB [42] 60.2 77.2 47.4 39.2 46.9 34.5
Video OWL-ViT [23] 59.0 69.0 51.5 45.4 53.4 40.5

b) Zero-shot setting

NetTrack (ours) 62.7 77.4 51.0 43.7 58.7 33.2

experimental results mainly demonstrate that:
1) Even in the zero-shot open-world tracking setting, Net-

Track achieves superior performance compared to SoTA
finetuned closed-set trackers. NetTrack improves 1.3
points on OWTA compared with the best finetuned re-
sults, confirming the zero-shot generalization ability of
the proposed framework.

2) In comparison to the results after fine-tuning (lines 9-
12), closed-set trackers exhibit sub-optimal zero-shot
generalization ability (lines 13,14,17,18) in highly dy-
namic open-world scenarios, with an average decrease
of 16% on OWTA, 15% on HOTA, and 21% on MOTA,
which indicates closed-set trackers have suboptimal gen-
eralization ability on dynamic objects in the open world.

3) NetTrack encourages associating potential objects of in-
terest and achieves an improvement on detection recall
by 3.4 points. It also results in more false positive sam-
ples and adds pressure to the association with a slight
decrease in A. Acc. However the comprehensive OWTA
gets promoted by 1.6 points compared with the best
coarse-grained association methods (lines 24-27).

5.3. Zero-Shot Transfer Evaluation

Zero-shot transfer on open-vocabulary settings In
Tab. 2, zero-shot transfer on TAO with open-vocabulary
MOT evaluation is shown. DeepSORT [65] and Track-
tor++ [2] are with ViLD [19] as the detector. OVTrack [34]
is trained on a generated dataset derived from LVIS [20],
which exhibits a high level of class consistency with TAO.
Compared to finetuned trackers, NetTrack significantly im-
proves tracking classification accuracy and achieves strong
zero-shot tracking accuracy. Although NetTrack is suscep-
tible to a large number of false positive samples due to the
absence of finetuning, which puts it at a slight disadvantage
in the evaluation of LocA and AssocA in the base classes,
the proposed framework achieves an 11.8-point increase in
ClsA, a 2.5-point increase in LocA, comparable AssocA in
the novel classes and a 4.5-point increase in overall TETA,
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Figure 5. Comparison of detachable modules in the proposed
framework, where the SoTA grounding-based detectors [32, 41]
as I, II and point trackers [12, 22, 28] as a, b, c are considered.
The robust performance in module variations confirms the excel-
lent generality of the proposed framework.

further demonstrating its competitive generalization ability.
Zero-shot transfer on open-world settings Zero-shot
generalization of NetTrack on the TAO-OW [42] bench-
mark is demonstrated in Tab. 3. Apart from NetTrack, all
trackers underwent fine-tuning on known classes of TAO-
OW training set. Compared to finetuned SoTA trackers,
NetTrack achieves optimal performance on known classes.
With the D. Re. being similar to the open world track-
ing baseline (OWTB) [42], A. Acc. surpasses the base-
line by 3.6 points, confirming the generalization ability of
dynamicity-aware association. Similarly, while A. Acc. re-
mains approximate to Video OWL-ViT [23], D. Re. shows
an improvement of 8.4 points, validating the effectiveness
of fine-grained localization. On unknown classes, the intro-
duction of false positive samples leads to a slight decrease
in A. Acc., but the overall OWTA performance is still com-
petitive with a 5.3-point improvement on D. Re.

5.4. Ablations

Generality of fine-grained Nets In Tab. 4 and Tab. 5, the
comparison between the proposed association with fine-
grained Nets and coarse-grained methods [4, 7, 71] on
TAO [8], TAO-OW [42], AnimalTrack [69], and GMOT-
40 [1] are shown. Attributed to the proposed framework
that encourages the discovery of more potential objects in
open-world scenarios, NetTrack achieves significant im-
provements in LocA and D. Re. on both seen and unseen
classes across four benchmarks. Particularly, the D. Re.
of unknown classes on TAO-OW exhibits a remarkable in-
crease of 18.2 points compared to the second-best perfor-
mance, confirming its strong generalization. Although the
introduction of false positive samples leads to a slight de-
crease in AssoA and A. Acc, the overall TETA and OWTA
have been significantly improved in both the seen and un-
seen classes.
Robust framework with detachable modules To validate
the generality of the proposed framework, Fig. 5 shows ab-
lation study on detachable modules, including open-set lo-
calization methods and point trackers. Specifically, the lo-
calization methods are denoted as GLIP [32] I, Grounding
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Table 4. Association comparison between fine-grained Nets and solely coarse-grained methods on TAO and TAO-OW validation bench-
mark in an open-vocabulary [34] and an open-world setting [42], respectively. The best results are shown in bold. The same detector [41]
is used.

Method

TAO benchmark evaluation TAO-OW benchmark evaluation

Base Novel Known Unknown

TETA⋆↑ LocA↑ AssocA↑ ClsA↑ TETA⋆↑ LocA↑ AssocA↑ ClsA↑ OWTA⋆↑ D. Re.↑ A. Acc.↑ OWTA⋆↑ D. Re.↑ A. Acc.↑

SORT [4] 28.5 33.8 27.3 24.5 28.1 41.7 28.6 13.7 62.4 72.8 53.8 39.5 39.6 40.6
ByteTrack [71] 32.6 41.7 31.2 24.7 32.1 48.8 34.4 13.3 63.3 71.3 56.4 40.9 40.5 42.5
OC-SORT [7] 25.8 32.4 20.5 24.5 25.7 39.0 24.7 13.4 48.7 69.0 34.4 31.6 37.8 27.1

NetTrack (ours) 33.0 45.7 28.6 24.8 32.6 51.3 33.0 13.3 62.7 77.4 51.0 43.7 58.7 33.2

Table 5. Association comparison between fine-grained Nets and solely coarse-grained methods on AnimalTrack and GMOT-40 benchmark
following the open-world setting of TAO-OW [42] for reference. The best results are shown in bold. The same detector [41] is used.

Method

AnimalTrack benchmark evaluation GMOT-40 benchmark evaluation

Known Unknown Known Unknown

OWTA⋆↑ D. Re.↑ A. Acc.↑ OWTA⋆↑ D. Re.↑ A. Acc.↑ OWTA⋆↑ D. Re.↑ A. Acc.↑ OWTA⋆↑ D. Re.↑ A. Acc.↑

SORT [4] 44.2 32.7 60.0 48.1 42.6 54.7 43.6 30.6 62.4 35.8 24.1 53.4
ByteTrack [71] 41.7 28.1 62.2 46.7 41.7 52.6 41.3 27.2 63.1 35.8 21.8 59.2
OC-SORT [7] 45.2 32.9 62.6 48.7 43.0 55.8 44.0 31.0 62.7 36.4 24.6 54.1

NetTrack (ours) 48.1 42.0 55.6 51.4 50.8 52.5 45.9 37.8 56.1 36.6 29.3 45.7
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Figure 6. Stability comparison against frame-rate drops between
NetTrack and coarse-grained methods [4, 7, 71] on BFT. Better
stability indicates stronger generalization ability of NetTrack.

DINO [41] II, and point trackers are denoted as PIPs [22]
a, TAPIR [12] b, CoTracker [28] c. The combination of
Grounding DINO and CoTracker is denoted as II.c and
serves as the default setting. In comparing localization abil-
ity, both methods demonstrate competitiveness in terms of
D. Re. but [32] exhibits a slight performance deficit in A.
Acc and overall OWTA due to the introduction of more
false positives. Similarly, three point trackers exhibit ap-
proximately excellent performance. Overall, the change of
modules does not significantly degrade the overall perfor-
mance, thus verifying the good generalization ability of the
proposed framework.
Stability against frame-rate drops In practical applica-
tions of open-world tracking, especially in scenarios related
to edge devices [40], it is common to encounter reduced
video frame rates due to the need to reduce computational
load or save energy, further exacerbating the challenges
posed by the dynamicity of open-world objects. Fig. 6
shows the tracking performance on the BFT dataset un-
der reduced frame rates, from default frame rates (25 FPS)
to one-tenth (3 FPS). Compared to other association meth-

ods [4, 7, 71], NetTrack demonstrates good stability in the
face of reduced frame rates. This further illustrates the gen-
eralization performance of the proposed framework.
Remark The qualitative tracking results of diverse scenar-
ios are shown in supplemented Sec. 9.4. The promising ap-
plications of NetTrack in video editing, open-world ecolog-
ical inspection, and embedding descriptors for professional
use are discussed in Sec. 10.

6. Conclusion
This work focuses on the high dynamicity in open-world
MOT and proposes NetTrack to learn fine-grained object
cues. Specifically, fine-grained visual cues and object-text
correspondence are introduced for dynamicity-aware asso-
ciation and localization. This work also proposes a highly
dynamic open-world MOT benchmark, BFT, and extensive
evaluation with SoTA trackers proves the effectiveness of
the proposed NetTrack for tracking dynamic objects. More-
over, extensive transfer experiments on several challenging
open-world MOT benchmarks validate the strong general-
ization ability of NetTrack without finetuning. The analysis
of limitations suggests that a more streamlined end-to-end
manner and filtering false positive samples are promising
for further improvement.
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