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Figure 1. We introduce a novel approach capable of creating implicit animatable hand avatars using just a single image. Our framework
facilitates 1) text-to-avatar conversion, 2) hand texture and geometry editing, and 3) interpolation and sampling within the latent space.

Abstract

In this paper, we delve into the creation of one-shot hand
avatars, attaining high-fidelity and drivable hand represen-
tations swiftly from a single image. With the burgeoning
domains of the digital human, the need for quick and per-
sonalized hand avatar creation has become increasingly
critical. Existing techniques typically require extensive in-
put data and may prove cumbersome or even impractical
in certain scenarios. To enhance accessibility, we present
a novel method OHTA (One-shot Hand avaTAr) that en-
ables the creation of detailed hand avatars from merely one
image. OHTA tackles the inherent difficulties of this data-
limited problem by learning and utilizing data-driven hand
priors. Specifically, we design a hand prior model initially
employed for 1) learning various hand priors with available
data and subsequently for 2) the inversion and fitting of the
target identity with prior knowledge. OHTA demonstrates
the capability to create high-fidelity hand avatars with con-
sistent animatable quality, solely relying on a single image.
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Furthermore, we illustrate the versatility of OHTA through
diverse applications, encompassing text-to-avatar conver-
sion, hand editing, and identity latent space manipulation.

1. Introduction
The progress in digital humans is reshaping our everyday
lives by blending the physical and digital realms. In this
emerging reality, human hands have a central role in creat-
ing a close and interactive experience, acting as the primary
way people connect with the digital world. Consequently,
it is vital to convert the hands of users into digital forms,
allowing for the creation of personalized, controllable, and
highly realistic representations in the virtual environment.

Conventional approaches of hand appearance model-
ing have typically relied on texture maps and colored
meshes [10, 13, 14, 37, 57, 59]. However, the construc-
tion of personalized hand meshes and texture maps often
demands the use of costly scanning data and artistic ex-
pertise. Recent efforts focus on creating hand avatars us-
ing data-driven approaches [9, 11, 16, 31, 52, 60]. Many
of these studies have concentrated on creating neural im-
plicit hand avatars, as this form has demonstrated the abil-
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ity to effectively model high-fidelity avatars across vari-
ous human body parts [6, 9, 11, 23, 52, 71]. Despite the
notable accomplishments in recent implicit hand represen-
tation, a noteworthy limitation persists, which entails the
necessity of employing extensive sequential or multi-view
images to procure a high-fidelity animatable hand avatar.
This requirement poses a considerable challenge for general
users, as the acquisition of such dense input data is often
labor-intensive and, in certain cases, may not be practical.
To broaden the scope of personalized hand avatar creation
to more diverse situations, we aim to propose a novel ap-
proach capable of one-shot reconstruction of high-fidelity
hand avatars. This endeavor presents a substantial chal-
lenge, given that it places personalized hand avatar creation
at a crossroads, necessitating a data-driven method despite
the scarcity of available data.

In response to this challenge, we introduce OHTA (One-
shot Hand avaTAr) which captures data-driven priors to fa-
cilitate one-shot high-fidelity hand avatars creation. Our
motivation stems from the fact that leveraging priors can
complement unobserved information due to the inherent
similarities shared by diverse human hands. To this end,
we decouple our framework into two stages: 1) hand prior
knowledge learning, and 2) one-shot reconstruction with
the aid of prior knowledge. In the first stage, we employ
the Hand Prior Network (HPNet) to capture prior knowl-
edge from the accessible data with multiple identities. In
the second stage, we utilize HPNet to inverse a similar hand
and subsequently optimize it to the target identity with prior
knowledge for regularization, based on the given image.

HPNet plays a pivotal role since its capacity for both 1)
prior transferring and 2) prior learning significantly im-
pacts the ultimate one-shot performance. Therefore, de-
signing such a network is non-trivial and presents a dual
challenge: the architecture must be well-suited for two pur-
poses simultaneously. To address the challenges, we adopt
corresponding designs in HPNet. For prior transferring,
we design HPNet in a mesh-guided manner since the aid
of the mesh enables the learned prior knowledge to transfer
to novel identities. Both geometry and texture priors learn-
ing of HPNet are guided by the mesh information, achiev-
ing robustness towards novel poses and identities. For prior
learning, we equip HPNet with 1) the multi-resolution field
based on the mesh scaffold and 2) identity-specific albedo
and identity-shared shadow disentanglement. The multi-
resolution field facilitates learning detailed texture prior,
and the disentanglement models transferable self-occlusion
effect, both of which contribute to high-fidelity one-shot
hand avatars. With all these designs, OHTA is capable of
addressing many downstream tasks (as shown in Fig. 1), in-
cluding 1) hand avatar creation using text prompts, 2) edit-
ing of hand geometry and appearance, and 3) appearance
interpolation and sampling in identity latent space.

In summary, our contributions can be listed as follows:
• We introduce the first framework for one-shot implicit

hand avatar creation. These avatars exhibit high-fidelity
and consistent animatable quality.

• We present the Hand Prior Network exploiting transfer-
able geometry, albedo, and shadow priors, contributing to
the high fidelity of one-shot hand avatars.

• We substantiate the efficacy and robustness of our frame-
work through a comprehensive series of experiments and
showcase its utility in diverse applications, including text-
to-avatar, hand editing, and latent space manipulation.

2. Related Work
Animatable Hand Avatar. Research in creating person-
alized, animatable hand avatars has advanced through two
main approaches. Some works utilize explicit geometry
and texture. HTML [59] is prominent for its texture infer-
ence on the MANO model [62]. NIMBLE [37] extends the
hand skeleton model [36], capable of inferring surface with
texture maps. Handy [57] improves realism using a GAN-
based texture model [29], but these methods often suffer
from poor adaptability due to limited training data. HARP
[31] addresses this by adjusting geometry and texture for
individual identities. Another line of research explores neu-
ral implicit representations for more realistic texture mod-
eling. LISA [11] learns an implicit color and surface rep-
resentation. HandAvatar [9] employs disentangled implicit
representations for hand geometry, albedo, and illumina-
tion. HandNeRF [16] and LiveHand [52] extend NeRF [49]
techniques with deformation fields for hands, even achiev-
ing real-time performance. HO-NeRF [60] further explores
hand-object reconstruction using implicit avatars. Notwith-
standing their accomplishments, it is worth noting that these
models are unable to create high-fidelity hand avatars from
a single image, as is achievable with our proposed approach.
One-shot Human Avatar. A similar task to one-shot hand
avatar modeling is reconstructing a human body avatar from
a single image, with methods divided into “explicit” and
“implicit” categories. Explicit methods [1, 2, 5, 27, 28, 32–
34, 45, 54, 81] rely on parametric models [44, 53, 54]
to estimate a minimally-clothed body or to regress body
shape offsets, often struggling with loose clothing repre-
sentation. DINAR [67] integrates neural textures with the
explicit model for enhanced photo-realism. Implicit meth-
ods, using topology-agnostic fields, aim for higher real-
ism. Many works [17, 63, 64, 79] utilize large datasets
to estimate body avatars with pixel-aligned features, while
others [18, 21] further propose avatar animation. How-
ever, these approaches are often constrained by training
data, limiting their generalizability. NeRF-based methods
[24, 55, 66, 71, 73, 78] typically require dense inputs but
have evolved to accommodate few-shot or one-shot sce-
narios by incorporating various priors. ActorsNeRF [51]
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Figure 2. The two-stage framework of OHTA (above) and the Hand Prior Network (below). For stage-1, OHTA optimizes identity code
and HPNet to capture various hand priors. For stage-2, OHTA first optimizes identity code for texture inversion, then optimizes HPNet for
texture fitting to capture the details. HPNet consists of three fields (i.e. albedo, shadow, and occupancy) for capturing transferable hand
prior knowledge. Combined with the albedo, shadow, and occupancy values, we use volume rendering to obtain final shaded color images.

adapts to new subjects by pre-training category-level hu-
man NeRFs, while ELICIT [20] and SHERF [19] employ
semantic priors or 3D-aware features for one-shot avatar
creation. For faces, CG-NeRF [26] supports one-shot 3D-
aware face synthesis with a conditional NeRF. PhoneScan
[7] learns identity and expression prior with CNNs from
large-scale data, and finetunes the prior model for few-show
head avatar creation. Preface [6] also trains an identity-
conditioned prior model and achieves few-shot high-fidelity
3D head creations with its inversion and fitting. Compared
with PhoneScan and Preface, our method further exploits
geometry, albedo, and shadow priors to create one-shot an-
imatable hand avatars with consistent driving performance.

Mesh-guided Representation. Parametric models gener-
ate meshes from pose and shape parameters [35, 44, 54, 62],
but these meshes have unalterable topology structure. Im-
plicit representations are increasingly researched to ad-
dress these limitations, with studies focusing on human
[3, 8, 12, 47, 48, 65, 68, 69] and hand geometry [9, 22, 30],
often using rigid transformations or skeletons for predic-
tion. COAP [48] and PairOF [9] enhance robustness by
incorporating mesh information and localized encoders or
part-pair-wise decoders, respectively. Mesh information
also aids implicit texture modeling [4, 9, 43, 56, 72, 74, 80].
NeuMesh [74] and DE-NeRF [72] place features on ver-
tices for editable radiance fields. Recent implicit human
body [56, 80] and face [4, 15] modeling also rely on mesh
information for guidance. HandAvatar [9] uses barycen-
tric sampled anchor upon meshes for hand modeling. Our
method differs by employing multi-resolution fields on the

mesh scaffold for enhanced robustness and fidelity.
Single Image to 3D. Recently, there has been a surge in re-
search focused on learning how to create 3D models from
a single image [46, 75]. Zero-1-to-3 [41] pioneers the
zero-shot single-image to 3D conversion. Recent works
like One-2-3-45 [40], Magic123 [58], and Consistent123
[39] build upon Zero-1-to-3 to obtain more 3D-consistent
results by introducing more priors. Although such methods
have pre-trained networks on large datasets, there is an un-
derutilization of specific domain knowledge. In contrast to
these methods, we are dedicated to considering the distinc-
tive properties of the hand to create animatable avatars.

3. Method

In this section, we provide a detailed description of the pro-
posed hand representation and complete avatar reconstruc-
tion pipeline (Fig. 2). We first introduce a novel hand repre-
sentation that encodes multi-resolution neural implicit fields
at a mesh scaffold (Sec. 3.1). As for the one-shot hand
avatar creation pipeline, we decouple it into two stages.
In the first stage (Sec. 3.2), we devise an effective training
scheme that captures hand prior knowledge through the HP-
Net. In the second stage (Sec. 3.3), we invert and optimize
the HPNet to create high-quality hand avatars according to
a single input image.

3.1. OHTA Hand Representation

Our representation of the hand comprises implicit geometry
and neural texture fields based on a mesh scaffold.
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Mesh Scaffold. We adopt MANO-HD [9], a super-
resolution variant of MANO [62], as the mesh scaffold.
(1) For training HPNet, we use personalized MANO-HD
by leveraging a multi-layer perceptron (MLP) Mshape to
refine the template mesh. The refined template mesh is de-
fined as M+ = M̄+Mshape([P(M̄),θ, z]), where M̄, P ,
θ, z and [·] denote the template mesh, positional encoding,
pose parameters, identity code and concatenation respec-
tively. The MLP can be optimized via IoU loss Lshape, de-
tailed in [42]. The template mesh can be deformed to posed
mesh with a Linear Blend Skinning transformation accord-
ing to pose parameters. (2) For one-shot hand avatar recon-
struction, where acquiring a precisely refined mesh from a
single view is unfeasible, we use a mesh M represented by
shape β and pose θ parameters as the input. For simplicity,
the input mesh is denoted as M in the following text.
Geometry Network. To achieve robust geometry model-
ing towards novel identities and poses, we utilize PairOF
[9] to predict occupancy values. Given Nq query points
q ∈ RNq×3, hand mesh and hand pose parameters, PairOF
fO predicts the occupancy value oq = fO(q,M,θ) to in-
dicate whether the point locates inside or out of the surface.
Hence, the hand surface can be formulated as {q|oq = 0.5}.
For more details, please refer to [9, 48].
Multi-resolution Field. To achieve high-fidelity texture
modeling, we designed a Multi-resolution Field (Fig. 3)
with the mesh guidance. More specifically, we uniformly
sample Np

k points Pk on the input mesh and represent them
with barycentric coordinates for each resolution, where k ∈
{1, ...,K} denotes the resolution level. For each point in
Pk, we attach them with a learnable point encoding of N c

dimension that is randomly initialized. In this way, we
can obtain point encodings Ek of a resolution. For query
points q, we conduct spatial interpolation to acquire the
queried encoding of this resolution Qk = interp(q,Ek).
Specifically, we first extract the encodings of Nn neigh-
bor points K(Ek) ∈ RNn×Nq×Nc

of Pk, where K denotes
k-nearest neighbors. Then, we perform a weighted aver-
age with the inverse Euclidean distances of those points
to the query point as the weights to acquire the queried
encoding of this resolution Qk ∈ RNq×Nc

. After that,
we feed queried encodings with the field-specific informa-
tion ψ to resolution-specific MLP Mk to obtain resolution-
specific features: Dk = Mk(Qk,ψ), where Dk ∈
RNq×Nd

, and ψ is designed to distinguish the albedo-
specific field fA and shadow-specific field fU , which are
combined with the multi-resolution mechanism to better
represent the texture, as described later. Finally, we make
use of another MLP Mfuse to fuse resolution-specific fea-
tures of multi-resolutions to predict the target field value
xq = Mfuse([D1 ...,DK ]). The overall hand representa-
tion comprises the above components, as defined formally:

H : (q,M,θ, z; fA, fU , fO) 7→ (o, c) , (1)

𝐌𝐌
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Figure 3. Multi-resolution Field. For simplicity, we take two res-
olutions for example. ⊕ denotes feature concatenation.

where o and c denote the occupancy and shaded color.

3.2. Hand Prior Learning

To exploit the potential of OHTA representation for one-
shot reconstruction, learning transferrable and abundant
hand prior knowledge is of priority. Inspired by [7], we pro-
pose a novel paradigm for encoding those prior to the HP-
Net through a set of accessible data from multiple identities.
On the dataset including Nz identities, our goal is to learn
multiple hand avatars within a network, with the respective
identity codes z1...Nz and network parameters optimized.
Geometry Prior. For the hand geometry prior learning, we
first pre-train the PairOF module (i.e. occupancy field) fO.
We utilize data from different hand shapes to make HPNet
learn the geometric priors of the hand which can transfer to
new identities. With hand meshes derived from input M, we
sample point clouds with No points as training data [48].
Texture prior. Subsequently, we focus on learning the
texture prior knowledge of the hand. We observe that the
albedo features are specific to each identity, while the shad-
ows, which arise due to the hand’s self-occlusion, are com-
mon across different identities. Hence, we disentangle the
texture prior learning into albedo and shadow prior learn-
ing. Our methodology leverages a multi-resolution field
representation for simultaneous learning of both albedo and
shadow fields by incorporating field-specific informationψ.

Identity-specific Albedo Field. Since the albedo of the
hands is dependent on the identity other than pose etc., we
set ψ = z for identity-specific albedo field modeling. For
query points q, we obtain the albedo aq = fA(q,M, z).

Identity-shared Shadow Field. Modeling identity-
specific environmental lighting conditions of hands like
HandAvatar [9] cannot capture shadow prior knowledge
that can generalize to one-shot reconstruction. To overcome
this problem, our approach aims to model a more univer-
sal shadow prior, grounded in the observation that shadows
from self-occlusion are largely consistent across different
hands when performing identical poses. Hence, we build
the shadow field with ψ = θ, where θ is pose parameters
without global rotations. For query points q, we obtain the
shadow uq = fU (q,M,θ).

Combining the albedo field and shadow field, we ob-
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tain a complete Multi-resolution Texture Field (MTField).
For query points q, we derive the shaded color value cq =
uqaq ∈ RNq×3. For a casted camera ray r, we uniformly
sample Nq queries {qi}N

q

i=1, each of which has occupancy o
and texture c. We render each pixel Ir of image via volume
rendering [49]:

Ir =
Nq∑
i=1

(
i−1∏
j=1

(1− oqj
)

)
oqi

cqi
. (2)

Optimization. The training of HPNet consists of two steps.
In the first step, we pre-train fO with the MANO pose pa-
rameters annotations and shape parameters randomly sam-
pled from a given range. The objective for optimizing
PairOF is to minimize the error between ground truth o∗ and
predicted occupancy values, i.e., Locc =

1
No

∑
q(oq−o∗q)

2.
In the second step, we conduct end-to-end training for the
mesh scaffold, occupancy field, and MTField. Specif-
ically, MTField is optimized with shadow regularization
Lshadow = ∥U − 1∥1 and the reconstruction loss function
(consisting of LPIPS loss [77] and l1 loss):

Lrec = LLPIPS(I, I
∗) + ∥I− I∗∥1, (3)

where U, I and I∗ denote the shadow values, the rendered
image, and the ground truth image. The shadow field is
regularized to be close to 1 to ensure that it focuses more
on the shadow caused by self-occlusion. The full loss is a
combination of the previous terms: L = Lshape + Locc +
Lrec + λshadowLshadow, where λshadow is used to balance
different loss terms.

3.3. One-shot Hand Avatar Reconstruction Pipeline

After hand prior learning, HPNet encodes various prior
knowledge useful for one-shot reconstruction. For each in-
put image, we only optimize part of HPNet to reconstruct
the target hand avatar. The complete pipeline is as follows.
Preprocessing. We utilize the off-the-shelf hand pose esti-
mator [61] to predict the shape parameter β, pose parameter
θ, and camera pose of the input images.
Geometry. Since it is impractical to learn a refined mesh
based on an image, we adopt meshes derived from hand
shape parameters β as the input for occupancy prediction.
Texture Inversion. To provide good prior knowledge for
the one-shot reconstruction, we first inverse a similar ap-
pearance from the MTField. More specifically, we solve
an optimization problem to find identity code z∗ and per-
channel color calibration coefficients {w,b} that can pro-
duce a similar appearance to the target identity of the input
image. The color calibration alleviates the hand skin bias
caused by the data used for prior learning, assisting better
texture inversion for the target identity. It works as follows:
ãq = w ∗ aq + b. During the inversion optimization, we
keep the network weights frozen. Given an input image I∗

of the target identity, we optimize to render an image I that
is similar to the target identity using our MTField with z∗

and {w,b}. This procedure is optimized with the recon-
struction loss function in Eq. (3): argmin

z∗,w,b
Lrec.

Texture Fitting. The goal of the texture fitting is to adapt
the weights of the MTField to capture the details of the tar-
get identity from the input image. We utilize prior knowl-
edge in this procedure by two means. First, we only fine-
tune the resolution-specific MLPs {Mk}Kk=1 and texture
feature fusing MLP Mfuse of albedo field fA, while keep-
ing other components (e.g., the point encodings and shadow
field) frozen. Hence, we can transfer the prior knowledge
(e.g., shadow prior) well to the target avatar. In this stage,
all learnable parameters are denoted as ξ. Second, we ap-
ply view regularization to avoid overfitting the target view.
Specifically, we constraint the texture-fitting results of some
reference views with different poses {Ri}N

r

i=1 to be close to
the rendering results before texture-fitting {R̃i}N

r

i=1, where
Nr is the number of the generated reference view. With the
prior knowledge, our reconstructed hand avatar can achieve
stable animation while preserving the details of the target
identity. This fitting is conducted by minimizing a series of
the reconstruction loss function in Eq. (3):

argmin
ξ

Lfit = Lrec(I, I
∗) + λref

Nr∑
i=1

(
Lrec(Ri, R̃i)

)
,

(4)
where λref is used to balance different loss terms.

4. Experiment
4.1. Implementation Details and Metrics

Pre-training of PairOF. We adopt all right-hand annota-
tions in InterHand2.6M [50] for pre-training like HandA-
vatar [9]. To make the occupancy field more robust to new
identities, we randomly sample the hand shape parameters
β from a range ±3σ ensuring that the hand shapes are phys-
ically plausible. We set No = 256 for training with Locc.
End-to-end Prior Learning of HPNet. We utilized 21
subjects from the InterHand2.6M [50] training set as the
training data for HPNet. Specifically, each subject used one
capture and left out 7 unseen poses for evaluation. For the
albedo field, we set K = 4 and Np

k = {512 × 2k−1}4k=1.
For the shadow field, we set K = 1 and Np

1 = 256. In
addition, we set Nn = 4, Nq = 64, N c = 128, and
Nd = 16. The identity code z is learnable parameters ini-
tialized from a truncated normal distribution with standard
deviation σ = 0.02. The rendering resolution is 256× 256.
One-shot Reconstruction. We use an off-the-shelf estima-
tor [61] to predict the MANO parameters of the in-the-wild
images. We set Nr = 7 and λref = 0.2. The reconstruction
first takes 50 steps for texture inversion and then 100 steps
for texture fitting (56 minutes with an A100 GPU). For more
details, please refer to our supplementary materials.
Metrics. Consistent with previous works [9, 11, 52], we
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Figure 4. Qualitative comparison with state-of-the-art methods on InterHand2.6M [50]. The black box indicates the input image.

GT Ours LISA One-2-3-45

Figure 5. Comparison of novel view synthesis on Inter-
Hand2.6M [50]. The green box indicates the input view.

report LPIPS [77], PSNR, and SSIM [70] to reflect image
similarity as the metrics of rendering quality.

4.2. Evaluation of One-shot Avatar Reconstruction

We comprehensively compare OHTA with previous meth-
ods [9, 31, 52, 57] under the one-shot reconstruction sce-
nario with different data sources. Additionally, we bench-
mark against methods [9, 23, 71] that employ a large num-
ber of images, aiming to gauge the potential performance
ceiling in one-shot scenarios. Moreover, we conduct novel-
view comparisons with LISA [11] and One-2-3-45 [40].
InterHand2.6M. We conduct evaluations on the testing set
of InterHand2.6M [50], following HandAvatar [9]. The re-
sults of training on multi-view sequences are reported in [9].
The results of training with a single image (i.e. one-shot) are
based on their open-source codes [9, 31, 52, 57]. We do not
update the hand pose parameters for HARP since the offi-
cial implementation for a single image may collapse when
updating them. As for Handy [57], we begin by converting
the MANO labels into Handy’s format. We then optimize
the latent vectors of the texture model in Handy and fit the
single image using differentiable rendering. As shown in
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Figure 6. Qualitative comparison on HanCo [82].

Tab. 1, our one-shot performance is significantly better than
the existing methods [9, 31, 52, 57]. Note that # denotes the
number of images. The qualitative comparisons in Fig. 4
demonstrate our robust performance for novel views and
poses. All the results demonstrate that data-driven priors
can benefit the one-shot performance remarkably. Mean-
while, our performance is comparable to that of methods
using all the images for training, which further validates the
quality of the avatars.

Fig. 5 presents the novel view synthesis comparisons
with LISA [11] and One-2-3-45 [40]. Due to the unavail-
ability of models, we use results reported in the original
LISA paper for comparison. Our one-shot performance can
capture more details than LISA, owing to our adequate prior
knowledge from the prior model. Due to the underutiliza-
tion of specific domain knowledge, the general 3D genera-
tion approach (One-2-3-45) cannot generate plausible novel
views for animatable hand avatar creation.
HanCo. To show OHTA is robust for the appearance dif-
ferent from the training data of the HPNet, we also compare
with existing methods on the HanCo [82] dataset. We take
HandAvatar [9] and Handy [57] for comparisons since they
show robust performance for one-shot reconstruction on In-
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Method #Train PSNR↑ LPIPS↓ SSIM↑
SelfRecon [23] 11,757 26.38 14.21 0.879

HumanNeRF [71] 11,757 27.64 11.45 0.884
HandAvatar [9] 11,757 28.23 10.35 0.894

HandAvatar [9] 1 23.79 17.78 0.820
HARP [31] 1 19.82 22.49 0.761

LiveHand [52] 1 23.01 18.64 0.763
Handy [57] 1 25.56 14.98 0.794

Ours 1 26.11 12.93 0.864

Table 1. Evaluation results on InterHand2.6M.

Method PSNR↑ LPIPS↓ SSIM↑
HandAvatar [9] 19.76 14.41 0.846

Handy [57] 21.11 11.71 0.768

Ours 22.15 11.55 0.886

Table 2. Evaluation results on HanCo.

Full

test_Capture0_ROM03_RT_No_Occlusion_cam400416_image13146
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Figure 7. Visual results for ablation study with in-the-wild input.

Figure 8. Robustness towards different input images. The images
above the figure are the corresponding input images.

terHand2.6M (Tab. 1). We take 1 sequence of 4 cameras for
the experiment, with 1 frame for training and others for test-
ing. For more details, please refer to our supplementary ma-
terials. As shown in Tab. 2, our method outperforms other
methods consistently in all metrics. We also show the quali-
tative comparisons in Fig. 6, demonstrating our method can
obtain consistent performance for free-pose animation.

4.3. Ablation Study

Our ablation studies contain two parts. One part is for justi-
fying our components of HPNet. The other part is to show
our designs are effective for one-shot reconstruction.

Method PSNR↑ LPIPS↓ SSIM↑
Full Model 27.64 12.23 0.896
w/o Multi-resolution 27.11 12.96 0.890
w/o Shadow Field 27.09 12.62 0.889
w/o Shape Fitting 27.27 12.63 0.892

Table 3. Ablation of HPNet for unseen poses.

# Method PSNR↑ LPIPS↓ SSIM↑
1 Full Model 26.11 12.93 0.864

2 w/o Tex. Prior 26.01 14.35 0.863

3 w/o Tex. Fitting 25.87 13.11 0.863
4 w/o Inversion 25.47 13.26 0.860

5 w/o Color Calib. 26.05 13.09 0.862
6 w/o Regularization 25.76 13.56 0.857

Table 4. Ablation of one-shot reconstruction on InterHand2.6M.

Hand Prior Network. The evaluation is conducted in 7 un-
seen poses as described in Sec. 4.1. As shown in Tab. 3, em-
ploying multi-resolution fields contributes greatly to all the
metrics. Meanwhile, modeling pose-aware, identity-shared
shadow is beneficial for overall performance, validating the
existence of a shared self-occlusion effect for hands. At
last, we demonstrate learning identity-specific hand shape
offset is significantly important when the data is abundant
to remove the shape inaccuracy of MANO fitting.
One-shot Reconstruction. We show the effectiveness of
our strategies for one-shot reconstruction in Tab. 4 (on In-
terHand2.6M as Sec. 4.2) and Fig. 7 (in-the-wild). When
there is no texture prior (#2), a significant drop in LPIPS
is observed, indicating that details of the hands are miss-
ing (Fig. 7). When omitting texture fitting (#3), the perfor-
mance slightly drops, indicating that our inversion strategy
can optimize similar hands from the latent space when the
training data is adequate. When not performing inversion
(setting the identity features are zero vectors, #4), the re-
sults become worse. This further shows that inversion can
provide better prior knowledge for the one-shot reconstruc-
tion. When ignoring color calibration (#5), the performance
will degenerate even with the data captured under the same
camera setups. When using in-the-wild data for reconstruc-
tion (Fig. 7), adopting color calibration is of more signifi-
cance. We also demonstrate that overfitting the input image
without view regularization leads to poorer quality (#6). Fi-
nally, we qualitatively show that our self-occlusion model-
ing with a shadow field can contribute to more realistic hand
avatar animation (Fig. 7).

4.4. Robustness towards Diverse Inputs

To show the robustness of OHTA, we present our quantita-
tive and qualitative performance across diverse inputs.
Quantitative. As depicted in Fig. 8, OHTA gets similar
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Figure 9. In-the-wild results from real-captured images and MSCOCO [38] dataset. The last line shows results on MSCOCO.
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Figure 10. Text-to-avatar and texture editing.

PSNR and LPIPS for different inputs on InterHand2.6M.
Qualitative. In Fig. 9, we illustrate our results on var-
ious real-captured images and whole-body images of the
MSCOCO dataset [25, 38]. OHTA performs consistently
across different skin tones, hand poses, and viewpoints
for real-captured data. Also, OHTA can reconstruct hand
avatars from human images on MSCOCO, which further
justifies the robustness of OHTA. We refer the reader to the
supplementary material for additional qualitative results.

4.5. Application

Based on our one-shot framework, we can achieve 1) hand
avatar creation with text prompts [76], 2) hand avatar edit-

ing of the geometry and appearance, and 3) identity-space
manipulation including appearance sampling and interpola-
tion. The results are shown in Fig. 1 and Fig. 10. For more
details, please kindly refer to our supplementary materials.
Text-to-avatar. We use ControlNet [76] to generate a hand
image with the hand mask and text prompts, then utilize
OHTA to reconstruct hand avatars from the hand images.
Editing. The geometry is based on the mesh scaffold. Thus,
we can edit the hand shape parameters β to edit the geom-
etry. For appearance editing, we can draw arbitrary content
on a target view of the hand avatar and then use OHTA to
update the edited content part with its mask.
Latent space manipulation. Our identity latent space is
continuous. Hence, we can sample the identity code from
a normal distribution to sample hand avatars. Further-
more, we can interpolate two target identity codes to obtain
smooth appearance interpolations between two identities.

5. Conclusion

In this paper, we present the first one-shot implicit hand
avatar creation approach, OHTA. OHTA consists of two
stages. The first stage focuses on learning the hand prior
on datasets with multiple identities. For the creation of one-
shot hand avatars, it is only necessary to optimize the sec-
ond stage with the learned prior, which includes texture in-
version and texture fitting. OHTA is robust for diverse input
images and is capable of solving various downstream tasks
with consistent animations. These tasks include hand avatar
creation with text prompts, hand geometry and appearance
editing, and manipulation of identity latent space.
Limitations and Future Works. OHTA exhibits sub-
optimal performance for input images that feature 1)
notably uneven lighting, and 2) highly inaccurate pose
estimation. Thus, further designing the approach to be more
robust for those situations is worthy of ongoing exploration.
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