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Figure 1. Qualitative illustration of learned 3D radiance fields and rendered images of the proposed CVT (Contrastive In-Voxel
Transformer)-xRF upon three baselines trained from sparse inputs of three views. Our CVT-xRF can significantly improve all the baselines.
The radiance fields show different levels of 3D inconsistencies (marked in red boxes for BARF and SPARF), which result in failures or
artifacts in rendered images. With CVT, we can obtain radiance fields of better 3D consistency and render images of much higher quality.

Abstract
Neural Radiance Fields (NeRF) have shown impressive

capabilities for photorealistic novel view synthesis when
trained on dense inputs. However, when trained on sparse
inputs, NeRF typically encounters issues of incorrect den-
sity or color predictions, mainly due to insufficient coverage
of the scene causing partial and sparse supervision, thus
leading to significant performance degradation. While ex-
isting works mainly consider ray-level consistency to con-
struct 2D learning regularization based on rendered color,
depth, or semantics on image planes, in this paper we pro-
pose a novel approach that models 3D spatial field consis-
tency to improve NeRF’s performance with sparse inputs.
Specifically, we first adopt a voxel-based ray sampling strat-
egy to ensure that the sampled rays intersect with a certain
voxel in 3D space. We then randomly sample additional
points within the voxel and apply a Transformer to infer
the properties of other points on each ray, which are then
incorporated into the volume rendering. By backpropagat-
ing through the rendering loss, we enhance the consistency

among neighboring points. Additionally, we propose to use
a contrastive loss on the encoder output of the Transformer
to further improve consistency within each voxel. Exper-
iments demonstrate that our method yields significant im-
provement over different radiance fields in the sparse in-
puts setting, and achieves comparable performance with
current works. The project page for this paper is available
at https://zhongyingji.github.io/CVT-xRF.

1. Introduction
Representing and modeling 3D properties of scenes is cru-
cial for a wide range of real-world applications, such as au-
tonomous driving, robotic navigation, and 3D content gen-
eration. In recent years, implicit neural scene represen-
tations [21, 22, 25, 27, 37] have shown impressive abili-
ties to model 3D geometry and appearance in a continuous
manner. Among these approaches, Neural Radiance Fields
(NeRF) [22] have emerged as a powerful representation for
complex scenes. When the NeRF model is optimized with
multi-view inputs, high-fidelity images can be synthesized
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from unseen novel views [1, 2, 18, 23, 43].

Despite the significant progress achieved, NeRF has a
notable limitation in that it typically requires dense inputs
for training its Multi-Layer Perception (MLP). While if only
sparse training inputs are provided, because of missing view
supervision, NeRF tends to learn a degenerate scene repre-
sentation that fails to accurately model the physical prop-
erties (i.e., radiance distributions) of the entire scene, thus
resulting in large radiance ambiguities [54], as can be ob-
served from Fig. 1. To address this issue, several works have
attempted to regularize NeRF during training with different
constraints or priors, including sparsity [13] and 2D spatial
consistency [26], additional depth supervision [5, 28, 32],
and semantic alignment [10] or matching [41] utilizing off-
the-shelf pre-trained models. These existing works have
achieved important improvements to this problem. How-
ever, they primarily focus on ray-level consistency based
on the rendered color and depth, or semantics on 2D image
planes, while 3D spatial field consistency is not explicitly
modeled. The 3D spatial field consistency reflects a natu-
ral phenomenon that the radiance field is spatially consis-
tent, i.e., 3D points physically close or semantically related
tend to exhibit similar radiance properties. In these existing
works, this crucial 3D field consistency can only be indi-
rectly regularized through the gradients from the 2D-level
regularization onto sampled ray points, making it challeng-
ing to effectively model the correlation of radiances among
3D points. As also shown in Fig. 1, the learned radiance
fields from sparse inputs of three baselines, i.e., NeRF [22],
BARF [16], and SPARF [41], exhibit different levels of in-
consistency in 3D space, resulting in failures or artifacts in
rendered 2D images.

To explicitly model and learn the aforementioned cru-
cial 3D spatial field consistency, in this paper, we propose
a Contrastive In-Voxel Transformer (CVT) structure to im-
plement the 3D field consistency in the sparse inputs setting.
As illustrated in Fig. 1, CVT can be flexibly integrated into
various baselines, largely boosting the consistency in both
3D radiance fields and 2D rendered images. We denote
our method as CVT-xRF, where x indicates that our CVT
structure can be plugged into different baseline radiance
fields for sparse-view scene modeling. Our proposed CVT-
xRF comprises three main components that work seam-
lessly to achieve this goal. More specifically, (i) the first
component is a voxel-based ray sampling strategy. In de-
tail, during training, we first select multiple voxels in 3D
space. For each selected voxel, we sample rays that inter-
sect with it, which ensures that the 3D points on the rays
within the voxel share similar radiance properties. (ii) The
second component of CVT-xRF is a local implicit constraint
that is based on an In-Voxel Transformer [42]. Specifically,
for each ray, two distinct sets of 3D points are sampled
within the same voxel: one set of points is randomly sam-

pled in the 3D voxel, while the other set of points is sampled
along the ray. Since both sets of points are within the same
voxel, their radiance properties can be closely correlated.
We thus leverage the Transformer to implicitly model the
correlation of 3D-point radiances. The Transformer’s en-
coder and decoder take the two sets of points as inputs, re-
spectively. The encoder learns representations of neighbor-
ing 3D points; the decoder learns the correlation between
neighboring points and ray points, and outputs radiances of
the ray points for volume rendering of the ray. (iii) The third
component of CVT-xRF is a global explicit constraint in the
form of a voxel contrastive regularization. During training,
multiple voxels in the 3D scene are sampled, and the con-
trastive regularization is designed to learn field consistency
among positive 3D points (within voxels) and negative 3D
points (across voxels). CVT-xRF brings significant im-
provements over different baselines and achieves state-of-
the-art performances on multiple challenging benchmarks.
In summary, our main contributions are as follows:
• We introduce a novel 3D spatial field consistency mecha-

nism for effectively regularizing the learning of radiance
fields from sparse inputs.

• We propose a Contrastive In-Voxel Transformer (CVT)
structure to implement 3D field consistency learning,
which is constructed with three key components, i.e.,
voxel-based ray sampling, local implicit constraint, and
global explicit constraint. The CVT structure can be flex-
ibly applied to different baselines.

• Our experiments extensively demonstrate that our method
brings significant gains over different strong baselines,
e.g., on DTU 3-view, our CVT-xRF brings 7.45, 0.95,
1.20 PSNR improvements upon NeRF [22], BARF [16]
and SPARF [41], respectively.

2. Related Work
Neural scene representation. Compared to discretized
representations [6, 29, 30, 36, 39, 50], neural scene repre-
sentation [21, 27] excels in modeling the continuous shape
and appearance. With differentiable rendering [22, 25, 37],
the model can be trained on posed images. Among them,
Neural Radiance Fields (NeRF) [22] have gained increas-
ing attention in recent years. It achieves impressive results
on novel view synthesis with complex scenes [1, 18, 23, 43].
Besides, NeRF has also shown impressive results on other
applications [15, 20, 24, 34, 45, 53].
Novel view synthesis from sparse inputs. One major
drawback of NeRF is that it might learn degenerate repre-
sentations when given sparse inputs [26, 54]. To address
this problem, two lines of research have emerged.

The first line of research aims to learn a generalizable ra-
diance field by pre-training the MLP on multi-view datasets
and then fine-tuning it with sparse inputs from a target
scene. For example, PixelNeRF [52] and IBRNet [46] aug-
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Figure 2. Illustration of the proposed CVT (Contrastive In-Voxel Transformer)-xRF for learning radiance fields from sparse inputs. It
consists of three parts, i.e., a voxel-based ray sampling strategy, a local implicit constraint module, and a global explicit constraint module.
For simplicity, two voxels are shown, along with two rays for each. The local implicit constraint is implemented by a light-weight In-
Voxel Transformer which infers colors and densities of ray points by interacting with surrounding 3D points. The ray points are then
inserted among the points from the importance sampler for rendering. The global explicit constraint is conducted by a voxel contrastive
regularization, which regularizes the radiance properties between points in a voxel to be more similar than that of points across voxels.

ment the input of MLP with features projected from a CNN
feature map. MVSNeRF [3] builds a 3D volume by warp-
ing CNN features and augments the input of the MLP with
features from this volume. Although these methods show
promising results, they often require multi-view datasets for
pre-training, which are not always available, and their per-
formance may drop when given sufficient inputs due to do-
main differences. There are also works focusing on training
NeRF with a single image [7, 49, 56]. Their methods mainly
rely on generative models [8, 33] to synthesize images of
novel views. Our setting differs from theirs in that the given
images can cover the scene from multiple viewpoints.

The second line of research utilizes regularization tech-
niques during training. DS-NeRF [5] aligns the density dis-
tribution of each ray with the depth supervision which is
available from structure-from-motion. A similar method
is also applied in DDP [32], DINER [28] and SparseN-
eRF [44]. DietNeRF [10] regularizes the semantic consis-
tency among images from arbitrary views in the embedding
space of CLIP [31]. InfoNeRF [13] applies sparsity reg-
ularization by minimizing the entropy of each ray density.
RegNeRF [26] leverages a 2D consistency loss on depths
and colors of image patches to impose that neighboring pix-
els have similar geometry and appearance. However, in this
paper, we explore modeling 3D local and global spatial con-
sistency for optimizing NeRFs from sparse inputs. Com-
pared with the 2D consistency utilized in RegNeRF [26],
3D consistency is a stronger regularization which can di-
rectly regularizes 3D spatial neighboring regions to learn
consistent physical radiance properties. The most relevant

method with ours is Nerfbusters [48], which refines local re-
gions to ensure consistency by a data-driven diffusion prior.
In contrast, our method applies a contrastive in-voxel Trans-
former structure to implement 3D consistency from both lo-
cal and global perspectives without using any off-the-shelf
pre-trained models and external priors.

3. The Proposed CVT-xRF

In this work, we propose to use 3D spatial field consis-
tency to regularize radiance fields when training from sparse
inputs. Because of the sparse supervision, it is critically
important to handle the 3D field consistency in radiance
field learning, i.e., neighboring regions in 3D space hav-
ing similar physical properties, e.g., density and color. Our
proposed CVT-xRF for implementing 3D field consistency
learning is illustrated in Fig. 2. Our CVT-xRF comprises
three major components, which are a voxel-based ray sam-
pling strategy (Sec. 3.2), a local implicit constraint mod-
ule based on a designed light-weight In-Voxel Transformer
(Sec. 3.3), and a global explicit constraint module based on
a voxel contrastive regularization (Sec. 3.4). We elaborate
on them after a brief review of NeRF in Sec. 3.1 as follows.

3.1. Preliminary

Neural Radiance Field (NeRF) adopts an MLP network
to represent a scene, which maps the 3D coordinate x =
(x, y, z) and its 2D view direction d = (θ, ϕ) to a pair of ra-
diance property values, i.e., (c, σ), where c and σ represent
the color and the density, respectively. To facilitate subse-
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quent discussions, we additionally extract a feature vector
g from the layer of the MLP that predicts the density. The
aforementioned process can be formulated as:

(c, σ, g) = MLP(γ(x), γ(d)), (1)

where γ(·) refers to a positional encoding. The color of
each ray is calculated through volumetric rendering, which
accumulates colors of N points sampled from a uniform
or an importance sampler. This process can be formu-
lated as: C(r) =

∑N
i=1 Ti(1 − exp(−σiδi))ci, where δi

refers to the distance between two adjacent samples and
Ti is the accumulated transmittance calculated by: Ti =
exp(−∑i−1

j=1 σjδj). During training, random rays are sam-
pled along with their corresponding ground truth colors.
Their colors are rendered by volume rendering and the MLP
is learned via supervision from a mean squared error as:

Lmse =
∑

r

∥Cgt(r)− C(r)∥2, (2)

where Cgt(r) denotes the ground truth color. Though NeRF
achieves impressive results given dense inputs, it cannot re-
cover correct geometry and appearance from sparse inputs
and fails to synthesize high-quality images of novel views.

3.2. Voxel-based Ray Sampling Strategy

Due to the sparse-view supervision, 3D spatial field consis-
tency is not guaranteed in the learned NeRF representation.
The consistency indicates that neighboring regions in 3D
space have similar radiance properties. However, defining
appropriate neighboring regions remains a challenge. We
propose a reasonable hypothesis that regions within a small
voxel in 3D space are likely to present similar properties,
and our experiments in supplementary materials demon-
strate that this hypothesis leads to significant gains across a
wide range of voxel sizes. To implement this hypothesis, we
uniformly divide the scene into voxels with an equal size.
Since we have access to training images and their corre-
sponding camera parameters, we can record the voxels that
each ray intersects with. Each voxel can then store multi-
ple rays that intersect with it. We introduce a voxel-based
ray sampling strategy as shown in Fig. 2, which supports
the local and global field consistency learning proposed in
Sec. 3.3 and Sec. 3.4. Our strategy starts with a sampling of
V voxels, denoted as {Vi}Vi=1. It then samples R rays from
each voxel and returns {Ri}Vi=1, where each Ri refers to a
set of R rays sampled from a voxel Vi. Using this strategy,
we can rewrite the supervision of Eq. (2) as:

Lmse =

V∑
i=1

∑
r∈Ri

∥Cgt(r)− C(r)∥2, (3)

and the batch size of training rays is thus V ×R.
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Figure 3. The proposed local implicit constraint with a light-
weight In-Voxel Transformer for 3D field consistency learning.
The colors and densities of ray points {x̂i}Pi=1 are predicted by
surrounding points {x̃i}Si=1 through the Transformer. The pre-
dicted colors and densities are inserted into the ray for rendering.

3.3. Local Implicit Constraint

Now we start to introduce the proposed local implicit con-
straint for 3D field consistency learning. Considering a
voxel V, the physical radiance properties of two small re-
gions in this voxel should be similar, which means we can
infer the properties of one region through an interaction
with the other. In the following, we represent these two
regions in the voxel V by two point sets, which contain the
surrounding points and the ray points, respectively. For con-
ciseness, we drop subscripts and only consider a ray r sam-
pled from the voxel V.
Surrounding and ray points sampling. As shown in
Fig. 2, in voxel V, we sample S surrounding points {x̃i}Si=1

for each ray r. Concretely, we firstly obtain two points that
the ray intersects V with, i.e., xin and xout. We then per-
form sphere sampling using Fsphere sample with the center
located at the midpoint of the two intersecting points as:

{x̃i}Si=1 = Fsphere sample((xin + xout)/2, radius, S), (4)

where radius is set to 1/n of the voxel size. According
to the 3D field consistency discussed, the radiance proper-
ties (i.e., colors and densities) of the surrounding points are
highly beneficial for inferring those of the ray points. As
shown in Fig. 2, we sample P ray points {x̂i}Pi=1 along the
ray r with Fline sample. Specifically, we randomly sample
points along the line segment connecting xin and xout as:

{x̂i}Pi=1 = Fline sample(xin, xout,P). (5)

Prediction by a light-weight In-Voxel Transformer. After
obtaining the surrounding points and ray points, we intro-
duce a light-weight Transformer structure to perform infer-
ence of the radiance properties of the ray points based on
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the surrounding points. The proposed Transformer struc-
ture consists of an encoder and a decoder. The encoder is
designed to encode the properties of the region containing
the surrounding points, while the decoder is responsible for
decoding the radiances of the ray points based on the en-
coded information from the surrounding points.

Fig. 3 illustrates the details of the Transformer structure.
The input to the encoder consists of the point features g ob-
tained from the MLP, as depicted in Eq. 1. Concretely, We
forward the coordinates of the surrounding points into MLP
and obtain their corresponding features, i.e., {g̃i}Si=1 =
MLP({x̃i}Si=1,d). The encoding procedure is as follows:

{h̃i}Si=1 = Encoder({g̃i}Si=1), (6)

where Encoder consists of self-attention blocks and outputs
updated features {h̃i}Si=1. To achieve a compact represen-
tation, we aggregate {h̃i}Si=1 by a pooling operation as:

f = Pool({h̃i}Si=1), (7)

where Pool is implemented with a max pooling in practice.
f is now the feature that represents a specific 3D region con-
taining the surrounding points in the voxel. Then, the de-
coder aims at inferring colors and densities of the ray points
from the encoded representation {h̃i}Si=1 of surrounding
points. Different from the common practice of NeRF that
predicts the densities and colors of points in isolation, the
decoder performs the prediction based on the encoded in-
formation from the neighboring points. The detailed ar-
chitecture of the decoder is illustrated in Fig. 3. For P
ray points, the decoder firstly transforms their coordinates
by position encoding, which is followed by a non-linearity.
The self-attention blocks receive both the non-linear output
and the encoder output {h̃i}Si=1, to decode the radiances for
the P ray points. The outputs of the attention blocks are
directly utilized to predict the densities of the ray points,
i.e., {σ̂i}Pi=1. After applying a non-linearity to the outputs
of the attention blocks, the colors, denoted as {ĉi}Pi=1, are
predicted. The decoding procedure is formulated as:

{(ĉi, σ̂i)}Pi=1 = Decoder({x̂i}Pi=1, {h̃i}Si=1). (8)

Insertion and rendering. After we have obtained the col-
ors and densities of P ray points, we then insert them into
the ray. Along with the original N points that are sampled
from the importance sampler, we combine the radiances of
the N + P points for volume rendering as illustrated in
Fig. 3. During training, the gradients from the color ren-
dering loss (Eq. 3) are backpropagated to the points along
the ray, including the ray points. As shown in Fig. 3, the
gradients can flow back to the encoder, thus updating the
parameters of the MLP. Through the interaction between the
surrounding points and the ray points in the neighboring re-
gions, our local implicit constraint can largely enhance the
3D field consistency during training.
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Figure 4. Visualization of learned radiance fields (in 3D) and the
corresponding rendering results of two baselines, i.e., BARF [16]
and SPARF [41], with/without the proposed CVT.

3.4. Global Explicit Constraint

The local implicit constraint enhances the 3D field consis-
tency of neighboring regions by the interaction between sur-
rounding points and ray points. In this section, we propose
a global explicit constraint, which directly enforces the sim-
ilarity between features of neighboring regions for 3D field
consistency. After applying the local implicit constraint, we
can obtain a pooled feature f from the features of a set of
surrounding points as in Eq. (7). Thus, each f can represent
a specific region depicted by the set of surrounding points
within a voxel, we denote f as a region feature. Following
the voxel-based ray sampling strategy in Sec. 3.2, we sam-
ple V voxels, with R rays from each voxel during training.
We can then obtain a set of features from the encoder output
of the Transformer, i.e., {f (j)i }i=1:V,j=1:R.

Inspired by contrastive learning schemes [4, 38] that
learn discriminative features via optimizing the distance be-
tween feature pairs, we propose to use a voxel contrastive
loss to further enhance the 3D field consistency. Specif-
ically, for each region feature (an anchor), its distance to
other neighboring features from the same voxel (positive
pairs) should be smaller than the distance to region fea-
tures from other voxels (negative pairs). Following Chen et
al. [4], for each anchor region feature, we only select a pos-
itive region feature from the same voxel to construct a posi-
tive pair, and select all negative region features in other vox-
els to build its negative pairs. The positive/negative pair se-
lection is illustrated in Fig. 5. The contrastive loss Lcontrast

regarding V ×R region features can be formulated as:

Lcontrast = −
V∑
i=1

R∑
j=1

( ⟨f (j)i , f
(pos)
i ⟩
τ

−

log
(
exp

( ⟨f (j)i , f
(pos)
i ⟩
τ

)
+

V∑
n=1
n ̸=i

R∑
k=1

exp
( ⟨f (j)i , f

(k)
n ⟩

τ

)))
,

where ⟨·⟩ and τ denote the cosine similarity and the tem-
perature. f (pos) denotes a positive pair of the anchor, which
is randomly selected from the same voxel with the anchor.
During training, the gradients from the contrastive loss can
flow back to the MLP (see Fig. 5) to update its parameters,
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sistency learning is implemented by a contrastive loss. For each
anchor, we select its positive pair in the same voxel, while its neg-
ative pairs in other voxels.

which makes the MLP network learn more consistent region
features, leading to better 3D field consistency.

3.5. Overall Objective

Based on the voxel-based ray sampling strategy, as well
as the local implicit and the global explicit constraints, the
overall training loss of our CVT-xRF can be formulated as:

L = Lmse + λLcontrast, (9)

where λ is a balancing parameter. NeRF commonly uses a
coarse-level and a fine-level MLP, which apply a uniform
sampling and an importance sampling, respectively. Our
proposed CVT-xRF is only applied on the fine-level MLP.

4. Experiments

4.1. Datasets and Evaluation

Datasets. We evaluate our proposed method on multi-view
DTU dataset [11] and Synthetic dataset [22]. We report re-
sults of 3, 6, and 9 input views for the DTU dataset, while 3
and 8 input views for the Synthetic dataset. For more details
about the scenes and view selection, we refer readers to the
supplementary material.

Evaluation. For quantitative comparison of synthesis re-
sults, we report the mean of peak signal-to-noise ratio
(PSNR) and structural similarity index (SSIM) [47] over
different scenes. We refer readers to supplementary mate-
rial for LPIPS perceptual metric [55], geometric mean [26],
and the consideration of evaluation on DTU dataset.
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Figure 6. Efficacy of local implicit and global explicit constraints.

Methods DTU 3-view Synthetic 3-view
PSNR SSIM PSNR SSIM

NeRF [22] 6.68 0.249 11.41 0.724
CVT-xRF (w/ NeRF) 14.13 0.518 19.28 0.815

w/o implicit and explicit 7.23 0.264 15.66 0.795
w/o explicit 11.85 0.458 18.26 0.806

Table 1. Effectiveness of different parts of the proposed CVT-xRF
over vanilla NeRF. Implicit and explicit refer to the local implicit
constraint and global explicit constraint, respectively.

4.2. Ablation Studies

Our CVT-xRF consists of three parts, which are voxel-based
ray sampling, local implicit constraint, and global explicit
constraint. We analyze the effect of these components on
the DTU and the Synthetic dataset of 3 input views.
Effect of voxel-based ray sampling. The proposed sam-
pling strategy is a prerequisite of the local implicit and the
global explicit constraints. To study its effect, we apply our
sampling strategy on NeRF [22], denoted as ‘w/o implicit
and explicit’ in Tab. 1. It can be observed that it brings im-
provements over the random ray sampling strategy applied
by NeRF. The results demonstrate that the proposed sam-
pling strategy is more effective for the sparse-input setting.
Effect of local implicit constraint. Tab. 1 validates that,
using the local implicit constraint, denoted as ‘w/o explicit’,
brings a large improvement upon the voxel-based ray sam-
pling strategy. The local implicit constraint is implemented
by a Transformer architecture, which infers the radiances of
the ray points from the interaction with surrounding points.
Thus, the 3D field consistency of the region that surround-
ing points are distributed in is enhanced as illustrated in
Fig. 6. With the implicit constraint, the radiance field distri-
bution is learned with better 3D consistency.
Effect of global explicit constraint. As shown in Tab. 1,
the global explicit constraint also increases the perfor-
mance. On DTU dataset, the PSNR is improved from 11.85
to 14.13, and the SSIM is also boosted from 0.458 to 0.518.
These improvements verify that, by considering the nega-
tive pairs in the Lcontrast, our method can effectively facil-
itate the learning of the 3D field consistency. This can also
be confirmed from Fig. 6: certain amounts of artifacts are
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Methods Pre. Setting Full-image PSNR Full-image SSIM Object PSNR Object SSIM
3-view 6-view 9-view 3-view 6-view 9-view 3-view 6-view 9-view 3-view 6-view 9-view

PixelNeRF [52]

×
Trained on 18.74 21.02 22.23 0.618 0.684 0.714 16.82 19.11 20.40 0.695 0.745 0.768

MVSNeRF [3] DTU and 16.33 18.26 20.32 0.602 0.602 0.735 18.63 20.70 22.40 0.769 0.823 0.853
PixelNeRF ft [52] Finetuned 17.38 21.52 21.67 0.548 0.670 0.680 18.95 20.56 21.82 0.710 0.753 0.781
MVSNeRF ft [3] per Scene 16.26 18.22 20.32 0.601 0.601 0.736 18.54 20.49 22.22 0.769 0.822 0.853

NeRF [22]

×

6.68 15.32 16.29 0.249 0.626 0.693 7.79 18.23 18.80 0.595 0.758 0.801
mip-NeRF [1] 7.64 14.33 20.71 0.227 0.568 0.799 8.68 16.54 23.58 0.571 0.741 0.879
RegNeRF [26] Optimized 15.33 19.10 22.30 0.621 0.757 0.823 18.89 22.20 24.93 0.745 0.854 0.884
FlipNeRF [35] per Scene - - - - - - 19.55 22.45 25.12 0.767 0.839 0.882
FreeNeRF [51] 18.02 22.39 24.20 0.680 0.779 0.833 19.92 23.25 25.38 0.787 0.841 0.888
CVT-xRF (w/ BARF) 18.06 23.40 26.56 0.762 0.872 0.910 21.33 25.50 27.68 0.844 0.911 0.938

DietNeRF [10]

✓

10.01 18.70 22.16 0.354 0.668 0.740 11.85 20.63 23.83 0.633 0.778 0.823
SPARF [41] Optimized 18.30 23.24 25.75 0.780 0.870 0.910 21.01 25.76 27.30 0.870 0.920 0.940
SPARF∗ per Scene 18.32 23.43 25.75 0.784 0.879 0.910 21.26 25.07 27.30 0.873 0.921 0.940
CVT-xRF (w/ SPARF) 18.98 24.51 27.04 0.801 0.884 0.919 21.51 25.14 27.63 0.874 0.920 0.945

Table 2. Comparison on DTU dataset. We present the performances of both full images and foreground objects. We organize the
comparisons into two categories according to whether the methods use off-the-shelf models pre-trained on other datasets (indicated by
Pre.) or not. The improvement brought by the pre-trained model in RegNeRF is limited, so we place it into the first category. ∗ means
that we rerun the experiments with their official code. The best, second-best and third-best entries of the first category of comparison are
marked in red, blue and orange, respectively. For the second category of comparison, we mark the best entries with bold.
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Figure 7. Performances of NeRF and BARF throughout the train-
ing process with/without the proposed CVT.

removed with the global explicit constraint.

4.3. Performance on Different Baselines

We validate the efficacy of our method on different base-
lines, which are NeRF [22], BARF [16], and SPARF [41].
BARF and SPARF include pose optimization modules in
their methods. We switch them off for fair comparisons.

Methods Mem / 3-view 6-view 9-view
Time (50k) PSNR SSIM PSNR SSIM PSNR SSIM

NeRF [22] 4.4G / 1.6h 6.68 0.249 15.32 0.626 16.29 0.693
CVT-xRF (w/ NeRF) 6.4G / 2.8h 14.13 0.518 18.43 0.713 20.28 0.754

BARF [16] 4.4G / 1.6h 16.43 0.703 22.26 0.863 25.54 0.908
CVT-xRF (w/ BARF) 6.4G / 2.8h 18.06 0.762 23.40 0.872 26.56 0.910

SPARF [41] ∗20G / 11.0h 18.32 0.784 23.43 0.879 25.75 0.910
CVT-xRF (w/ SPARF) ∗22G / 13.0h 18.98 0.801 24.51 0.884 27.04 0.919

Table 3. Improvements and extra training overheads over different
baselines on DTU dataset of different input views. ∗ refers to peak
memory consumption. The overheads are measured on scan40.

Performance and training overhead. Tab. 3 shows that
the proposed CVT-xRF brings considerable improvement
on three baselines in all the settings. CVT-xRF brings more
than 7.0, 3.0, 3.0 PSNR improvement over NeRF given 3,
6, 9 input views, respectively. For the baselines that already
achieve high performance such as BARF and SPARF, our
approach can still bring a large gain regarding the differ-

BARF CVT-xRF (w/ BARF)Assigned colors of 
3D space

Figure 8. The feature distribution of DTU scan45 after PCA, with
and without the proposed CVT. We uniformly sample the points
in 3D space and assign distinct colors to them. It is observed that
With CVT, the features demonstrate greater diversity compared to
the homogeneity observed with BARF.

ent number of input views. It should be noted that SPARF
is currently one of the most effective methods of learning
radiance fields from sparse inputs. Tab. 3 also shows that,
our CVT-xRF does not bring heavy overhead on different
baselines, in terms of the GPU memory and the training
time. We visualize the radiance fields learned by BARF and
SPARF with and without CVT in Fig. 4. It is obvious that
CVT improves the 3D field consistency and effectively re-
moves the floating artifacts in the rendered images.
Convergence speed. The convergence speeds of models
with and without the proposed CVT are illustrated in Fig. 7.
In the majority of cases, the baseline models that in-
corporate CVT can consistently outperform the baselines
throughout the entire training process. This indicates that
our CVT-xRF exhibit the capability to converge rapidly to a
relatively high performance level from start of the training.
Distribution of the learned MLP features. Fig. 8 presents
the distribution of features g from the MLP learned on DTU
scan45. Uniform sampling of points in 3D space is con-
ducted, and their corresponding MLP features are produced.
PCA is then applied to visualize the point features. The
figure demonstrates that the proposed CVT-xRF can learn
more discriminative features across different regions. This
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(a) 3 Input Views

(b) 6 Input Views

RegNeRF [26] FreeNeRF [51]

(c) 9 Input Views

Ours Ground Truth

Figure 9. Qualitative comparisons on DTU dataset. For 3, 6, 9
input views, our method clearly preserves better consistency and
exhibits significantly fewer artifacts.

Ground TruthOursDietNeRF [10]

(a) 3 Input Views

(b) 8 Input Views

FreeNeRF [51]

Figure 10. Qualitative comparisons on Synthetic dataset. For 3
input views, our method preserves more details. For 8 input views,
our method shows more accurate colors and keeps sharper edges.

verifies the superior capability of the proposed method in
modeling the scene’s radiance characteristics.

4.4. State-of-the-art Comparison
In the following, unless specifically mentioned, we mainly
consider BARF [16] as our baseline and use CVT-xRF (w/
BARF) to compare with the state-of-the-art methods.
DTU dataset. Tab. 2 presents the results obtained on the
DTU dataset. The comparison methods are organized into
two categories based on whether the methods use off-the-
shelf pre-trained models on other datasets or not. For in-
stance, SPARF [41] and DietNeRF [10] employ a matching
network [40] and CLIP [31], respectively. In the first cate-
gory of comparisons, our method consistently achieves the

Methods 3-view
PSNR SSIM

MVSNeRF [3] 15.12 0.820
GeoNeRF [12] 17.67 0.730
ENeRF [17] 18.14 0.830

mip-NeRF [1] 16.52 0.800
DSNeRF [5] 15.13 0.820
DietNeRF [10] 17.55 0.770
RegNeRF [26] 17.39 0.820
FreeNeRF [51] 20.75 0.842
ConsistentNeRF [9] 19.63 0.830
CVT-xRF (w/ NeRF) 19.28 0.815
CVT-xRF (w/ BARF) 21.58 0.851

(a) Synthetic 3-view setting.

Methods 8-view
PSNR SSIM

NeRF [22] 14.94 0.687
NV [19] 17.86 0.741
Simplified NeRF [10] 20.09 0.822
DietNeRF50k [10] 23.15 0.867
DietNeRF200k [10] 23.59 0.874
FreeNeRF [51] 24.26 0.883
CVT-xRF (w/ BARF) 23.33 0.874
CVT-xRF (w/ FreeNeRF) 24.56 0.883

(b) Synthetic 8-view setting.

Table 4. Comparison on Synthetic dataset. The first block lists
the methods that require pre-training on other datasets. The best,
second-best and third-best entries are marked in red, blue and or-
ange, respectively. No public results for methods that require pre-
training are available for 8-view.

highest performance across most cases. The qualitative re-
sults can be observed in Fig. 9. Notably, our CVT-xRF (w/
BARF) even achieves comparable performance to SPARF
in the 6/9-view settings, while requiring significantly lower
training overhead, as shown in Tab. 3. Regarding the sec-
ond category of comparisons, CVT-xRF (w/ SPARF) sur-
passes SPARF, particularly in terms of the full-image per-
formance. This indicates that the proposed CVT-xRF com-
plements the matching mechanism of SPARF that does not
explicitly model the 3D field consistency.
Synthetic dataset. Tab. 4 shows the comparisons on the
Synthetic dataset. For 3-view, our approach achieves the
best results compared with other methods, and also achieves
higher performance compared to the works that require pre-
training [3, 12, 17]. Fig. 10 (a) shows that, our method can
recover better object details compared to FreeNeRF [51].
For 8-view, CVT-xRF (w/ BARF) achieves lower perfor-
mance. We observe that the occlusion regularization in
FreeNeRF is crucial in this setting and we combine the CVT
structure with it, denoted as CVT-xRF (w/ FreeNeRF). We
not only achieve a 0.3 PSNR improvement over the best-
performing method but also significantly enhance the radi-
ance distribution. However, these improvements may not
be evident from the evaluation metrics alone. Please refer
to the supplementary material for more details.

5. Conclusion
In this paper, we introduce a novel approach for learning
3D spatial field consistency to regularize NeRF when train-
ing from sparse inputs. The field inconsistency is typically
caused by the lack of supervision across scene views. We
propose a novel Contrastive In-Voxel Transformer structure
to learn the 3D spatial field consistency, which is composed
of a voxel-based ray sampling strategy, a local implicit con-
straint, and a global explicit constraint. Our experiments
demonstrate that our method outperforms various NeRF
baselines in terms of 2D rendering quality, and exhibits bet-
ter 3D field consistency.
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