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Abstract

Graph Convolutional Networks (GCNs) have long set the
state-of-the-art in skeleton-based action recognition, lever-
aging their ability to unravel the complex dynamics of hu-
man joint topology through the graph’s adjacency matrix.
However, an inherent flaw has come to light in these cutting-
edge models: they tend to optimize the adjacency matrix
jointly with the model weights. This process, while seem-
ingly efficient, causes a gradual decay of bone connectiv-
ity data, resulting in a model indifferent to the very topol-
ogy it sought to represent. To remedy this, we propose a
two-fold strategy: (1) We introduce an innovative approach
that encodes bone connectivity by harnessing the power of
graph distances to describe the physical topology; we fur-
ther incorporate action-specific topological representation
via persistent homology analysis to depict systemic dynam-
ics. This preserves the vital topological nuances often lost
in conventional GCNs. (2) Our investigation also reveals
the redundancy in existing GCNs for multi-relational mod-
eling, which we address by proposing an efficient refinement
to Graph Convolutions (GC) - the BlockGC. This signif-
icantly reduces parameters while improving performance
beyond original GCNs. Our full model, BlockGCN, es-
tablishes new benchmarks in skeleton-based action recog-
nition across all model categories. Its high accuracy and
lightweight design, most notably on the large-scale NTU
RGB+D 120 dataset, stand as strong validation of the ef-
ficacy of BlockGCN.

1. Introduction

Skeleton-based action recognition has undergone a sig-
nificant transformation, driven by the need for computa-
tional efficiency and adaptability to varying environmen-
tal conditions, particularly in fields such as medical ap-
plications. Early pioneering efforts predominantly utilized
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Figure 1. Performance vs. Model Size on NTU RGB+D 120
Cross-Subject. Our BlockGCN improves over previous methods
w.r.t. both performance and efficiency. [Best viewed zoomed in]

Recurrent Neural Networks (RNNs) [9, 35, 47] and Con-
volutional Neural Networks (CNNs) [18, 24], extracting
features or pseudo-images from human joint data to make
predictions. Despite reasonable performance, these ap-
proaches were inherently constrained in modeling the in-
tricate inter-dependencies between joints, which is crucial
for fine-grained action recognition.

Graph Convolutional Networks (GCNs) [7, 19, 31] have
the potential to learn the topology, but they fail to fully ex-
ploit the inherent skeletal structure due to two key limita-
tions: (1) The topology is initialized based on physical con-
nections, but this vital knowledge decays during training,
limiting the retention of skeletal information. (2) The single
static topology struggles to capture diverse joint relation-
ships that emerge across complex actions. Therefore, while
the graph modeling of GCNs is better suited to handle skele-
tal data than CNNs or RNNs, they have difficulty fully cap-
turing the intricate multi-scale relationships within the hu-
man topology, which are crucial for sophisticated skeleton-
based action recognition.
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Moreover, the single static graph topology in GCNs has
limited expressivity to encapsulate the multi-scale seman-
tic relationships that emerge through the hierarchical rep-
resentation learning process. Recent advanced methods
have sought to mitigate this issue by incorporating learn-
able topologies with impressive adaptability (e.g., [2, 4]).
However, as evidenced by empirical analysis, such tech-
niques still tend to lose valuable topological knowledge ac-
quired from the physical connections during network train-
ing. While learnable topologies provide modeling flexibil-
ity, vital inductive biases from the inherent skeletal topol-
ogy are not effectively retained. The enriched semantics
captured in the optimized topology tend to deviate from
the underlying physical connections, leading to detrimen-
tal topological knowledge forgetting.

To remedy the topology fading issue, we propose a novel
Topological Encoding approach that represents the skele-
tal structure through relative distances between joint pairs
on the skeletal graph (Sec.3.2). This enables a more ro-
bust characterization of the physical connections. Com-
plementing this static encoding, we introduce an action-
specific scheme using persistent homology analysis – the
resulting topological descriptor provides vital insights into
the skeletal dynamics across actions (Sec.3.2). Further-
more, we demonstrate the redundancy in existing GCNs for
multi-relational modeling (Sec. 3.1). To capture substantial
joint relationship variations across complex actions, current
state-of-the-art GCNs widely adopt ensemble convolutions
and attention mechanisms, at the cost of increased com-
putation. To further address this inefficiency, we propose
BlockGC, a significant refinement to the standard Graph
Convolution (Sec. 3.3). BlockGC proves to be highly ef-
fective and efficient for multi-relational reasoning, reduc-
ing parameters by over 40% while elevating performance
beyond original GCNs. The key contributions of this work
are summarized as three-fold:

1. Identifying and restoring the overlooked skeletal topol-
ogy in advanced GCNs via novel topological encoding
schemes. This includes a static encoding using graph
distances to retain bone connectivity and a dynamic en-
coding based on persistent homology to capture action-
specific topology.

2. Devising BlockGC, an efficient and powerful graph con-
volutional block that reduces parameters by over 40%
while elevating modeling capabilities beyond original
GCNs, enabled by its block diagonal weight matrix.

3. Establishing new state-of-the-art performance on stan-
dard benchmarks without reliance on extra supervision
or attention. Our method demonstrates consistent im-
provements averaging over 0.8% in accuracy against pre-
vious best-performing approaches.

2. Related Work
2.1. Skeleton-based Action Recognition

Early approaches to skeleton-based action recognition re-
lied on Recurrent Neural Networks (RNNs) due to their
ability to handle temporal dependencies [9, 35, 47]. Con-
volutional Neural Networks (CNNs) were also employed,
but they were found to be less effective in explicitly captur-
ing spatial interactions among body joints [18, 24]. Con-
sequently, the focus shifted to Graph Convolutional Net-
works (GCNs), which extend convolution operations to
non-Euclidean spaces and enable the explicit modeling of
joint spatial configurations [13, 44]. In the following, we
primarily focus on these graph-based models as they more
comprehensively capture spatial relationships.

2.2. GCNs for Skeleton-based Action Recognition

Graph Convolutional Networks (GCNs) have significantly
impacted skeleton-based action recognition. We discuss
previous GCNs in terms of the following aspects:
Adjacency Matrix: The choice of adjacency matrix in
GCNs is crucial. Early works, such as [45], used a fixed
topology based on bone connectivity, demonstrating the ef-
fectiveness of GCNs in action recognition. However, this
rigid topology has inherent limitations. Recent approaches
have explored learnable adjacency matrices to capture re-
lationships between physically connected and disconnected
joints [2, 4, 5, 12, 25, 28, 29, 34, 36, 42]. Our work builds on
this idea and addresses the Catastrophic Forgetting associ-
ated with learnable adjacency matrices, proposing a method
to preserve bone connectivity.
Relative Positional Encodings: Relative positional infor-
mation has proven important in various domains, including
Natural Language Processing [6, 15, 33] and Computer Vi-
sion [21, 22, 26, 41, 52]. While relative positional encod-
ing has been demonstrated to be beneficial for Transform-
ers on graph data [46], its significance for GCNs, especially
in the field of skeleton-based action recognition, remains
unexplored. Our work aims to fill this gap by proposing a
novel method for relative positional encoding that preserves
the essential topological invariances in skeleton data.
Multi-Relational Modeling: Capturing multiple semantic
relations with a single adjacency matrix is challenging. Pre-
vious studies have proposed strategies to overcome this lim-
itation. One approach is the ensemble of GCs, as employed
by Yan et al. [45], where three parallel GCs at each layer
are intended to operate on different partitions of joints ac-
cording to their distances to a reference node. However,
we observed that each adjacency matrix tends to become
fully connected after learning, rendering the handcrafted
partitions ineffective. This setup is equivalent to ensem-
bling multiple GCs at each layer, a technique adopted in
subsequent works [2, 4, 5, 25, 34, 45, 48]. Moreover, De-
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(a) Skeletal information is lost after training. Darker color is larger weight. (b) Ensemble of GCs (default choice of SOTA models).

Figure 2. We reveal the remaining issues of previous GCNs, namely ”catastrophic forgetting” of skeletal topology with learnable topology
(see Fig. 2a) and inefficient modeling of multi-relational joint co-occurrences (see Fig. 2b).

Multi-relational Modeling Methods Complexity Parameters

Vanilla GC (Baseline) O(|V|d2) d2 + |V|2
Ensemble of GCs O(K|V|d2) Kd2 +K|V|2
Ensemble of Adjacency Matrices O(|V|d2) d2 +K|V|2

Proposed BlockGC O(
|V|d2
K

) d2

K
+K|V|2

Table 1. Comparison of different approaches for multi-relational
modeling. We denote the number of body joints, the number
of hidden dimensions, and the number of groups/ensembles with
|V|, d and K respectively, where d is much larger than V . Our
BlockGC has the least complexity and parameters but achieves the
best performance.

couplingGCN [4] uses multiple adjacency matrices and a
shared weight matrix for different feature subsets, improv-
ing efficiency but reducing expressiveness.

Another approach is attention-based adaptation, as em-
ployed in recent works [2, 5, 12, 34, 51], which incor-
porate attention mechanisms or similar techniques to cre-
ate a data-dependent component of the topology, similar to
Graph Attention Networks [39] and Graphormer [46]. This
approach allows for the dynamic adjustment of joint con-
nections based on relevance but is computationally heavy
and requires extensive data for optimal performance. In
contrast to the above-mentioned approaches, our proposed
BlockGC enables the full power of multi-relational model-
ing by assigning a unique subset of weights to each feature
group, while being the most efficient thanks to its sparse
convolution weight matrix.

3. Method
In this section, we initially compare Graph Convolutional
Networks (GCNs) that utilize learnable adjacency matrices
with Fully Connected Networks (FCNs). Through a com-
bination of theoretical and experimental analyses, we iden-
tify two primary challenges: 1) catastrophic forgetting of
skeletal topology and 2) inefficient multi-relational model-
ing(Sec. 3.1). To combat these limitations, we introduce
a series of enhancements: 1) Topology Encoding aimed at
retaining key skeleton properties (Sec. 3.2), and 2) an en-

hanced graph convolution, termed BlockGC, designed to
capture the implicit relations within joints at minimum cost
(Sec. 3.3). The above innovations lead to the core building
block of our Model, as shown in (see Fig. 4a).

3.1. Problem Formulation

Within the realm of skeleton-based action recognition, the
skeletal topology is inherently defined as a graph GS =
(V, E), where the vertices V represent the body’s joints,
and the edges E illustrate the connections between joints
through bones. As a result, nearly all cutting-edge methods
[2, 4, 25, 34, 36, 42] consistently adopt the graph convolu-
tion proposed by by [19], due to its simplicity and strong
resistance to over-fitting:

H(l) = σ(A(l)H(l−1)W (l)) , (1)

where A(l) ∈ R|V|×|V| is the adjacency matrix employed
for spatial aggregation, H(l) ∈ R|V|×T×d symbolizes the
hidden representation, and W (l) ∈ Rd×d is the weight ma-
trix utilized for feature projection. Here, |V|, T , and d de-
note the number of joints, frames, and hidden features, re-
spectively. σ is the non-linear ReLU activation function,
and the superscript l indicates the layer number. Despite
GCNs seeming adept at learning human skeleton charac-
teristics effectively, our experimental validation shows that
this is not entirely the case. To sum up, there are two main
issues in existing GCNs, which will be analyzed below.
P1: Catastrophic Forgetting of skeletal topology: Prior
research can generally be categorized into two groups: one
[45] where the adjacency matrix is fixed to portray the
skeleton topology, and the other [2, 4, 5, 34] where the adja-
cency matrix is optimized during training via gradient back-
propagation1. Despite these advancements, GCNs (Eq. 1)
have been observed to struggle with accurate recognition of
complex actions [4]. We hypothesize that this performance
bottleneck is related to the adjacency matrix A, as it ”catas-
trophically forgets” the skeleton topology during training.

1For details, please refer to related work.
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(a) Mean of A. (b) Std of A. (c) Bone connections.

Figure 3. The statistics (mean and standard deviation) of the
learned adjacency matrices of GCN (Darker colors stand for larger
weights). It can be seen that the learned weights vary dramatically
among different layers and deviate far from the bone connections,
which are used for initialization at the beginning of training.

Our goal is to validate this hypothesis through both theoret-
ical and experimental approaches.

Theoretically, Graph Convolution with a learnable adja-
cency matrix can be interpreted as a fully connected layer
with a weight matrix Wspatial ∈ R|V|×|V|. In this light,
GCNs resemble ResMLP [38] and MLP-Mixer [37], which
belong to a special type of Fully-Connected-Networks
(FCNs) for image classification. Similarly, GCNs with a
learnable adjacency matrix suffer from catastrophic forget-
ting [27] as FCNs during training, resulting in the inability
to preserve the original topological representation in the ad-
jacency matrix A, see Fig. 2a.

From an experimental perspective, we have rigorously
confirmed the catastrophic forgetting of skeleton topology
(Tab. 3). Our results demonstrate that GCNs’ performance
remains similar irrespective of the initialization states, sug-
gesting that existing GCNs entirely fail to maintain the
topological skeleton in the adjacency matrix A.

To validate our analysis that the information of bone con-
nectivity is lost after training. We also examined the learned
weights of adjacency matrices at each layer of the GCN
baseline model. The statistics are provided in Fig. 3. As
shown in the figure, the learned adjacency matrices are to-
tally different from each other at each layer, although they
are all initialized according to the bone connections.
P2: Inefficient multi-relational modeling: The interac-
tions between joints are action-dependent. For instance,
during running, the movement of hands and feet primarily
serves to maintain balance, whereas when removing shoes,
hands and feet interact more directly and play a dominant
role. Therefore, it is clear that a single adjacency matrix A
in a classic GCN (Eq. 1) cannot capture more than one type
of interaction.

To overcome this issue, previous work has proposed the
use of a layer-wise ensemble of GCs or adjacency matrices
(see Fig. 2b) and attention-based adaptation. For ensembles
of GCs, both parameters and computation increase linearly
with the number of ensembles, causing the model to be-
come excessively large with many ensembles and to suffer
from over-fitting. As a result, the number of ensembles is
typically limited to three.

For the ensemble of adjacency matrices [4] and
attention-based adaptation [2, 5], a single weight matrix
is applied across the entire feature dimension, which con-
strains the modeling capacity. Furthermore, our experi-
mental results demonstrate that a significant portion of the
weight matrix is redundant (see Tab. 6).

3.2. Topological Encoding

GCNs with trainable adjacency matrices A tend to become
insensitive to the underlying skeletal topology, i.e., the bone
connections, after training. However, incorporating bone
connections is beneficial as they convey substantial infor-
mation about the action being performed, such as how the
bone connections physically constrain joint movements. To
address this issue, we introduce a method termed Topolog-
ical Encoding, which efficiently preserves such static in-
formation during training. Additionally, we consider the
dynamic topological features of the input pose sequence
through persistent homology analysis, which further illus-
trates the self-organizing dynamics in each action class.
These two complementary modules provide rich skeleton
descriptions to enhance the representation ability of GCNs.
Theoretical explanations and intuitive descriptions of the
persistent homology analysis are provided in the supple-
mentary material for further reference.

3.2.1 Static Topological Encoding

Bones connect the joints of the human body, physically re-
stricting each joint’s movement during an action. It is cru-
cial to integrate this bone connectivity information to ac-
curately recognize the action. We propose a Static Topo-
logical Encoding to describe the skeletal connection. This
method encodes the relative distance between two joints
on the skeletal graph GS, using different distance measures
such as Shortest Path Distance (SPD) or distance in a level
structure [8]. We adopt SPD for our final model due to its
simplicity.

Bij = edi,j with
di,j = min

P∈Paths(GS)
{|P |, P1 = vi, P|P | = vj} , (2)

where P1 and P|P | indicate the first and last vertex on the
path P , and the weight parameter Bij is retrieved from a
trainable parameter table E = {eindex} and then assigned to
each joint pair according to their shortest path distances di,j
through bone connections, as shown in Fig. 4a. In this way,
only the embedding weights, instead of adjacency matrices,
are optimized during training, ensuring that the bone con-
nectivity information represented by joint distances is pre-
served. The learned static topological encoding is shown in
Fig. 5. By incorporating the Static Topological Encoding,
our model effectively captures the essential structural infor-
mation of the skeleton, leading to improved action recogni-
tion performance.
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(a) Illustration of our proposed BlockGC (right) with Topological Encodings (left). Topology Encodings preserve the information of skeletal structure, while
BlockGC enables multi-relational modeling, at the same time slashing the redundant convolution weights, thanks to its design of a block diagonal weight
matrix.

⊗
denotes matrix multiplication.

(b) Model architecture of our BlockGCN. L denotes the number of stacked layers.

Figure 4. Visualization of our proposed approach.

(a) Layer 1. (b) Layer 2. (c) Layer 3.

Figure 5. The learned Static Topological Encoding. It shows that
the learned weights are diverse and adapted to different levels of
semantics at each layer.

3.2.2 Dynamic Topological Encoding

The algebraic topology tool of persistent homology [11]
was proposed to extract characteristics of topological ob-
jects of connected components and cycles of graph persist
across multiple scales [1], showing to be efficient in graph
representation extraction [30, 49]. By encoding graphs into
simplicial complexes, novel descriptors are exposed, which
include essential information on action-specific dynamics.

Given an input pose sequence, a weighted dynamic
graph GD is composed by using skeleton joints as nodes and
the Euclidean distance between each joint pair as weights
denoted by wij . The key idea for persistent homology anal-
ysis is that we consider the filtration of Gϵ1

D ⊆ Gϵ2
D ⊆

. . .Gϵm
D = G instead of a single object of GD. With K rep-

resenting the abstract simplicial complexes for each graph
and Ki = Gϵi

D (in which i = 1, 2, . . . ,m denotes one of the

subgraph or subcomplex), the graph filtration is defined as:

∅ = K0 ⊆ K1 ⊆ K2 . . . ,⊆ Km = K (3)

We apply Vietoris-Rips complex [1] to build simplicial
complexes from the graphs due to its computational advan-
tages. Through the graph filtration construction, the birth-
death barcodes of different topological objects are extracted
as summaries of the graph topology. The corresponding
persistence diagram of the barcodes is presented as a multi-
set in R2 of {D0

1,D0
2, . . . ,D0

p} in which D0
i = {(b0i , d0i )}

and k means the number of connected components (here the
superscript 0 denotes the 0-dimensional homology named
connected components, while 1-dimensional homology for
cycles). As shown in Fig. 6, the obtained barcodes reveal
clear inter-action similarities and intra-action differences.

Then we adopt the differentiable vectorization [16] Ψ0 :
{D0

1,D0
2, . . . ,D0

p} → R|V|×d′
on the barcodes, and project

the obtained representation to GCN hidden layers’ feature
space through a mapping fθ : R|V|×d′ → R|V|×d at each
layer:

C = fθ
(
Ψ0

(
D0

1,D0
2, . . . ,D0

p

))
, (4)

where fθ is parameterized by a linear layer. The procedure
is depicted in Fig. 4a. This encoding is input-dependent and
hence termed “dynamic”.

Finally, we add the obtained static and dynamic topolog-
ical encoding to the adjacency matrix and hidden feature

2053



Figure 6. Barcodes of “brush hair” (top) and “shake hands” (bot-
tom). Large Inter-action similarities and intra-action differences
can be observed among different samples in each group.

at each layer (the superscript (l) denotes the layer number),
respectively, to obtain the final formulation of spatial aggre-
gation:

H(l) = σ((A(l) +B(l))(H(l−1) + C(l))W (l)). (5)

3.3. Efficient Multi-Relational Modeling

Joint co-occurrences inherently involve multiple relations,
as discussed in Sec. 3.1, which necessitate modeling var-
ious semantics. A single adjacency matrix is insufficient
to handle such complexity. Previous approaches, detailed
in Sec. 2, have limitations in computational efficiency
or theoretical constraints, preventing the full potential of
GCNs from being realized. To overcome this, we pro-
pose BlockGC, which allows efficient modeling of differ-
ent high-level semantics. Our proposed BlockGC not only
reduces computation and parameters but also proves to be
more effective than previous methods.

As illustrated in Fig. 4a (top right), the feature dimension
is first divided into K groups, and then spatial aggregation
and feature projection are applied in parallel within each
kth group. The corresponding formula is as follows:

H(l) = σ(

 (A1 +B1)(H
(l−1)
1 + C

(l−1)
1 )

. . .

(AK +BK)(H
(l−1)
K + C

(l−1)
k )


 W

(l)
1

. . .

W
(l)
K

) (6)

where Hk ∈ R|V|×T×d/K and Wk ∈ Rd/K×d/K .
{Wk, k = 1, ...,K} are arranged as a block diagonal ma-
trix, leading to parameter reduction and making the pro-
jected feature groups independent from each other. This
is a desired property, as each group is intended to model a
kind of semantics that are also independent from each other.
Thanks to the decoupled feature projection, our method
enables GCN the full power for multi-relational model-
ing. Compared to DecouplingGCN [4] and attention-based
adaptation of adjacency matrix, our BlockGC not only sig-
nificantly reduces parameters and computation (BlockGC
O( |V|d2

K ), GC O(|V|d2), Decoupling GC O(|V|d2)), but
also leads to improved performance.

3.4. Model Architecture

We built our final model, named BlockGCN, based on the
above-described Topological Encodings and BlockGC. To
model the temporal correlation of the skeleton sequences,
we employ the multi-scale temporal convolution module
[2, 5, 25]. It consists of three convolution branches with
a 1 × 1 convolution for dimension reduction and different
combinations of kernel sizes and dilations. The outputs of
convolution branches are concatenated as the final output.

The final model is constructed by stacking our BlockGC
and the multi-scale temporal convolution modules alter-
nately 10 times as shown in Fig. 4b (the Topological En-
codings are omitted for simplification). The final output of
our model is produced by applying a global pooling opera-
tion over both the joint and temporal dimensions, followed
by a softmax operation over the class dimension.

4. Experiments
In this section, we comprehensively evaluate our proposed
BlockGCN on standard benchmarks for skeleton-based ac-
tion recognition. Our empirical results showcase that our
model exceeds the performance of existing state-of-the-art
methods. Furthermore, we present an intricate analysis ex-
ploring the significance of topological information within
GCN-based models for action recognition. We also car-
ried out an ablation study to assess the efficacy of our novel
Topological Encodings and BlockGC. Remarkably, we em-
ploy the standard cross-entropy loss in all our experiments
to ensure an impartial assessment of our architecture and to
uphold direct comparability with prior works. We gauge
the performance of our BlockGCN on three widely-used
benchmark datasets for skeleton-based human action recog-
nition: NTU RGB+D [32], NTU RGB+D 120 [23], and
Northwestern-UCLA [40].

4.1. Implementation Details
Our implementation is mainly based on a Tesla V100 GPU.
The model was optimized via Stochastic Gradient Descent
(SGD) with Nesterov momentum set at 0.9 and a weight
decay of 0.0004 for NTU RGB+D and NTU RGB+D 120,
and 0.0002 for Northwestern-UCLA. Our experiments em-
ployed cross-entropy loss and initiated the learning rate at
0.05, reducing it by a factor of 10 at epochs 110 and 120.
For NTU RGB+D and NTU RGB+D 120, we opted for a
batch size of 64 and resized each sample to 64 frames. For
Northwestern-UCLA, we selected a batch size of 16. Our
implementation builds upon the official code [2] and our
training setup follows the strategy used in [2, 5].

4.2. Comparison with State-of-the-art

To establish a fair comparison, we employed the com-
monly accepted 4-Stream fusion approach in our experi-
ments. In particular, we input four different modalities:
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Table 2. Action classification performance on the NTU RGB+D and NTU RGB+D 120 dataset. Following the common setup, we report
results using 4 modalities for a fair comparison. We denote the methods that are not directly comparable with * (rely on additional
supervision signal or change the standard input data) and mark the methods of which the code is unavailable for reproduction with gray.
Please refer to Sec. 4.2 for more details. InfoGCN [5] reports their results by ensembling 6 modalities, so we use the reproduced results
using 4 modalities by [17] for a fair comparison. In this table, we also omit the results without publicly available code for reproduction.

Methods Publication Category Extra Loss/Data Modalities Parameters FLOPs NTU RGB+D 60 NTU RGB+D 120 NW-UCLAX-Sub(%) X-View(%) X-Sub(%) X-Set(%)

DC-GCN+ADG [4] ECCV 2020 GCN J+B+JM+BM 4.9M 1.83G 90.8 96.6 86.5 88.1 95.3
MS-G3D [25] CVPR 2020 GCN J+B+JM+BM 2.8M 5.22G 91.5 96.2 86.9 88.4 -
MST-GCN [3] AAAI 2021 GCN J+B+JM+BM 12.0M - 91.5 96.6 87.5 88.8 -
CTR-GCN [2] ICCV 2021 Hybrid J+B+JM+BM 1.5M 1.97G 92.4 96.4 88.9 90.4 96.5
EfficientGCN-B4 [36] TPAMI 2022 Hybrid J+B+JM+BM 2.0M 15.2G 91.7 95.7 88.3 89.1 -
InfoGCN [5] CVPR 2022 Hybrid J+B+JM+BM 1.6M 1.84G 92.3 96.7 89.2 90.7 96.6
FR Head [50] CVPR 2023 Hybrid J+B+JM+BM 2.0M - 92.8 96.8 89.5 90.9 96.8
BlockGCN GCN J+B+JM+BM 1.3M 1.63G 93.1 97.0 90.3 91.5 96.9
CTR-GCN* [43] ICCV 2023 Hybrid + Language Supervison J+B+JM+BM - - 92.9* 97.0* 89.9* 91.1* 97.2*
HDGCN* [20] ICCV 2023 Hybrid Without Motion Modality J+B+J’+B’ 1.7M 1.77G 93.0* 97.0* 89.8* 91.2* 96.9*
InfoGCN [5] CVPR 2022 Hybrid J 1.6M 1.84G 89.8 95.2 85.1 86.3 -
HDGCN [20] ICCV 2023 Hybrid J 1.7M 1.77G - - 85.7 87.3 -
FR Head [50] CVPR 2023 Hybrid J 2.0M - 90.3 95.3 85.5 87.3 -
BlockGCN GCN J 1.3M↓0.7 1.63G 90.9↑0.6 95.4↑0.1 86.9↑1.4 88.2↑0.9 95.5

Joint, Bone, Joint Motion, and Bone Motion. The joint and
bone modalities denote the original skeleton coordinates
and their derivatives with respect to bone connectivity, re-
spectively. The joint and bone motion modalities compute
the temporal differential of the joint and bone modalities.
Subsequently, we amalgamate the predicted scores of each
stream to produce the final fused results. For a fair evalua-
tion, we only consider the results of previous methods (e.g.,
InfoGCN [5], HDGCN [20]) that utilize four modalities.

We compare our BlockGCN with state-of-the-art
methods on NTU RGB+D, NTU RGB+D 120, and
Northwestern-UCLA in Tab. 2. It is noteworthy that the
recently published works [10, 20, 43] are not directly com-
parable to our method. PoseC3D [10] achieves improved
results by incorporating additional RGB input, but this ne-
cessitates significant computational overhead. GAP [43]
relies on pre-trained LLMs (GPT-3&CLIP) to leverage the
correlations between labels for extra supervision. HDGCN
[20] replaces the weaker motion modalities with their hand-
crafted modalities, which contributes a lot to their final re-
sults. As can be seen in the results using joint modality
alone, the performance of HDGCN [20] is indeed on par
with FR Head [50].

Our BlockGCN establishes new state-of-the-art perfor-
mance on the common benchmarks, showing an improve-
ment of 0.5% accuracy on average over the previous state-
of-the-art FR Head [50]. Notably, this is achieved with 35%
fewer parameters. The performance gaps seem mild for all
recent approaches mainly because the reported results use
an ensemble of 4 modalities. The actual improvement of our
method is remarkable (0.8%) when using the single joint
modality alone.

Table 3. Ablation on the adjacency matrix initialization. Note that
SkeletonGCL [17] proposes a novel framework for training GCNs
with additional contrastive loss.

Model
Initialization

Bone
Connection

Identity
Matrix

All
Ones

Kaiming
Uniform [14]

DecouplingGCN [4] 82.0 81.9 81.7 82.1
SkeletonGCL [17] 84.4 84.3 84.8 84.3
CTRGCN [2] 84.9 85.0 84.8 84.8

4.3. Ablation Analysis

We delve into an experimental evaluation of the effective-
ness of each component of our method. All ablation studies
are carried out on the X-sub benchmark of NTU RGB+D
120, utilizing a single joint modality, if not specified. We
initiate the study by examining the impact of different ini-
tializations for the adjacency matrix.
Implications of Adjacency Matrix Initialization: We
scrutinize various strategies for initializing the adjacency
matrix, ranging from special initialization leveraging phys-
ical connections as adopted by previous work, to more
topology-agnostic approaches. For this experiment, we en-
gage three different GCNs, as shown in Tab. 3. Our re-
sults suggest that simply initializing the adjacency matrix
based on physical connections does not suffice to exploit
the skeletal topology effectively, thereby inspiring our pro-
posed Topological Encodings to preserve such information.
Effectiveness of Individual Components: We enhance the
vanilla GCN baseline by supplanting the vanilla GC with
our BlockGC layers and incorporating the topological en-
codings. Our BlockGC substantially reduces the parame-
ters by 43% (0.9M ), while simultaneously improving the
performance. The introduction of dynamic topological en-
coding marginally increases the parameter count but signif-
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Table 4. Ablation on BlockGC and Topological Encodings using
vanilla GCN as the baseline. PE denotes the learnable absolute
positional embedding [5] added to the input pose sequence before
the first layer of our network.

GC BlockGC PE Encoding Params Acc(%)dynamic static

✓ - - - - 2.1M 85.2
- ✓ - - - 1.2M (-0.9M) 85.8
- ✓ ✓ - - 1.2M 86.0
- ✓ ✓ - ✓ 1.2M 86.2
- ✓ ✓ ✓ - 1.3M (+0.1M) 86.7
- ✓ ✓ ✓ ✓ 1.3M 86.9

icantly bolsters performance by 0.7%. By integrating our
BlockGC with both topological encodings, we outperform
the baseline model by 1.7%, while concurrently reducing
the parameters by approximately 38% as listed in Tab. 4.
Shared vs. Feature-wise Encodings: In comparison to a
shared encoding for all feature dimensions, feature-wise en-
coding provides a larger capacity at the expense of an in-
crease in parameters. For our static topological encoding,
given the simplicity of the graph distance (discrete and one-
dimensional), a shared encoding is adequate. Consequently,
we simply employ a shared static topological encoding. In
contrast, Euclidean distance is continuous and spans three
dimensions, necessitating a larger capacity to retain such
information. As demonstrated in Tab. 5, the effectiveness
of shared dynamic topological encoding is restricted.

Table 5. Feature-wise vs. shared Encoding.

Toplogical Encoding Encoding Dimension Acc(%)shared feature-wise

Dynamic ✓ - 86.5
- ✓ 86.9

Static ✓ - 86.9
- ✓ 86.7

Contrasting BlockGC with DecouplingGC: We pit our
BlockGC against DecouplingGC [4] in Tab. 6. As analyzed
in Tab. 1, DecouplingGC is essentially using an ensemble
of adjacency matrices, which has theoretically larger com-
plexity and more parameters than our BlockGC. Here, we
validate the parameter reduction and performance improve-
ment of BlockGC through experiments. Notably, the count
of spatial weight parameters inversely correlates with the
number of groups, while the number of adjacency matri-
ces increases concurrently. As a result, our BlockGCs with
varying groups possess a similar number of parameters.
BlockGC significantly trims down the parameters compared
to vanilla GC by almost half (43%), yet it still attains a sub-
stantial improvement against the baseline (approximately
0.6%). This result is noteworthy as it highlights the redun-
dancy in the extensive parameters in the convolution weight
matrix for feature projection and corroborates our analysis

in Sec. 3.3 that the decoupling of features across different
groups is a beneficial attribute.

Table 6. BlockGC vs. DecouplingGC [4].

Layer Groups Parameters Acc(%)

Vanilla GC (Baseline) 1 2.1M 85.2
4 2.1M 85.5

DecouplingGC 8 2.2M 85.6
16 2.3M 85.4

BlockGC (ours)
4 1.2M 85.7
8 1.2M (-0.9M) 85.8

16 1.2M 85.6

Numbers of Inserted Topological Encoding: We study the
effectiveness of the number of layers that are integrated
with our topological encoding, and the results are shown in
Tab. 7. It shows that repetitively providing the topological
information of the input pose sequence to the hidden layers
benefits the classification performance.

Table 7. Number of in-
serted layers.

Layers Acc. (%)

0 86.0
1 86.4
5 86.7

10 86.9

Table 8. Impacts of Barcodes’ Vector-
ization Feature Size.

Dimension Parameters Acc. (%)

32 1.26M 86.5
64 1.32M 86.9

128 1.44M 86.4

Barcodes’ Vectorization Feature Size: We evaluate the
impacts for the dimension of the Barcode vectorization fea-
ture (namely d′ as the output of Ψ(·)) (see Tab. 8). The
performance improves with increased dimension, and de-
creases again with the dimension of 128. Therefore, we
adopt 64 as the size of the vectorization feature vector.

5. Conclusion
This work addresses Catastrophic Forgetting of skeletal
topology and insufficient multi-relational modeling capac-
ity in GCNs for skeleton-based action recognition. We in-
troduce Topological Encodings and BlockGC to preserve
skeletal topology and efficiently capture multi-relational in-
formation, improving performance and efficiency. Block-
GCN achieves state-of-the-art results on widely used bench-
marks. Future research may explore advancements in topol-
ogy retention and multi-relational modeling, and their appli-
cation to other domains with graph-structured data.
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