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Abstract

Face Anti-Spoofing (FAS) is pivotal in safeguarding fa-
cial recognition systems against presentation attacks. While
domain generalization (DG) methods have been developed
to enhance FAS performance, they predominantly focus on
learning domain-invariant features during training, which
may not guarantee generalizability to unseen data that dif-
fers largely from the source distributions. Our insight is that
testing data can serve as a valuable resource to enhance the
generalizability beyond mere evaluation for DG FAS. In this
paper, we introduce a novel Test-Time Domain Generaliza-
tion (TTDG) framework for FAS, which leverages the test-
ing data to boost the model’s generalizability. Our method,
consisting of Test-Time Style Projection (TTSP) and Diverse
Style Shifts Simulation (DSSS), effectively projects the un-
seen data to the seen domain space. In particular, we first
introduce the innovative TTSP to project the styles of the
arbitrarily unseen samples of the testing distribution to the
known source space of the training distributions. We then
design the efficient DSSS to synthesize diverse style shifts
via learnable style bases with two specifically designed
losses in a hyperspherical feature space. Our method elimi-
nates the need for model updates at the test time and can
be seamlessly integrated into not only the CNN but also
ViT backbones. Comprehensive experiments on widely used
cross-domain FAS benchmarks demonstrate our method’s
state-of-the-art performance and effectiveness.

1. Introduction

Face anti-spoofing (FAS) is critical in safeguarding face
recognition [11, 35, 46, 88] systems against different types
of presentation attacks, such as printed photos or replaying
videos. To address these presentation attacks, researchers
have developed a range of FAS approaches, including those
based on handcrafted features [5, 17, 18, 39, 67, 98, 102],
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Figure 1. Conventional DG FAS approaches typically learn
domain-invariant features at train time but cannot guarantee gener-
alizability to unseen data that largely differ from source domains.
In contrast, we propose test-time DG for FAS that projects the
unseen testing data to the seen space, thus enhancing the general-
izability of FAS model without any model updates at test time.

as well as methods relying on deep learning for feature
extraction [7, 14, 48, 51, 95, 97, 107, 109, 110]. While
these techniques have shown promising results within spe-
cific datasets, they often struggle to perform well when con-
fronted with unseen domains due to the distribution shifts.

To improve the performance in unseen environments, re-
cent research has introduced domain generalization (DG)
techniques into FAS tasks. Some adversarial learning [30,
76, 96] techniques tend to align the domain distribu-
tions via mini-maxing the domain discriminator, and meta-
learning [9, 13, 31, 54, 55, 116] methods tend to simulate
the unseen domain from the source domains. Other meth-
ods, e.g., instance whitening [121] and contrastive learn-
ing [96], align various instances in a self-supervised man-
ner. However, all these methods focus on learning domain-
invariant features during training to enhance generalization.
As a result, they may still encounter performance degrada-
tion when dealing with unseen domains that have a signifi-
cantly large discrepancy with the source domains.
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To mitigate this issue, some domain adaptation [37, 38,
89, 117] based FAS approaches aim to directly leverage the
target data to align the testing distributions with the training
ones. Nevertheless, such methods suffer from two limita-
tions in utilizing the target data. Firstly, they necessitate
updating the models for the target domain, which imposes a
significant computational burden and in turn, severely im-
pacts the performance in the source domains. Secondly,
they require a large amount of testing data for adaptation,
which is not always available in realistic scenarios.

A natural question is can we leverage the target data in a
more effective manner to enhance the generalizability of the
FAS model? To address this question, we propose a novel
Test-Time Domain Generalization (TTDG) framework for
DG FAS. Unlike traditional DG FAS methods which solely
focus on training data, our insight is that testing data can
serve as a valuable resource to enhance the generalizability
beyond mere prediction before classification. Our TTDG
framework elegantly utilizes the testing data to improve the
performance of the FAS model without any model updates
at test time, as shown in Figure 1. Firstly, an innovative
Test-Time Style Projection (TTSP) is introduced to dynam-
ically leverage unseen samples by projecting them to the
known source space based on the similarity between the
unseen samples and the training distributions. Specifically,
to accurately model the training distributions, we are mo-
tivated to design a series of style bases to handle the var-
ious domain shifts in the training data, e.g., illumination
and color, etc. However, manually selecting style bases
for source domains is cumbersome and time-expensive, and
there is no guarantee that selected bases will fully capture
the domain shifts in the training data, and accurately project
the unseen samples into the correct position during the test
time. As such, we design the efficient Diverse Style Shifts
Simulation (DSSS) with two new losses to model diverse
style shifts via learnable style bases in a hyperspherical fea-
ture space. The first loss is a style diversity loss that en-
courages each learnable style basis to be orthogonal in the
hyperspherical space, thus increasing the diversity in the
style bases. The second one is a content consistency loss
that ensures each projected feature is closely aligned with
its corresponding content feature, preventing content distor-
tion. Our TTDG is model-agnostic and can be seamlessly
integrated into not only CNN but also ViT backbones.

Our contributions are three-fold:
• We offer a new perspective for DG FAS that leverages

the testing data to enhance the generalizability beyond eval-
uation and propose a novel Test-Time Domain Generaliza-
tion (TTDG) framework for FAS. To the best of our knowl-
edge, this is the first work that studies test-time DG for FAS.

• We present Test-Time Style Projection (TTSP) to
project the unseen samples to the seen source distributions
via the aggregation of a set of style bases. Besides, we de-

sign Diverse Style Shifts Simulation (DSSS) with two new
losses to synthesize diverse distribution shifts via learnable
style bases in a hyperspherical feature space.

• We conduct extensive experiments that demonstrate the
state-of-the-art performance and effectiveness of our TTDG
on widely used cross-domain FAS benchmarks.

2. Related Work
Face Anti-Spoofing. Face anti-spoofing (FAS) aims to
determine whether an image captures a genuine human
face or a presentation attack, such as a printed photo or
video replay. Early FAS research relied on hand-crafted
features [4, 18, 39, 67, 72, 102] to detect spoof patterns.
With the rise of deep learning, various techniques, e.g.,
classification-based methods [14, 24, 45, 59, 73, 85, 103],
regression-based methods [2, 36, 58, 75, 93, 100, 104–
107, 109], and generative models [34, 51, 57, 60, 99] have
been explored to enhance FAS performance. Recently, vi-
sion Transformer [12, 68, 81] has shown promising poten-
tial in FAS [20, 23, 28, 47, 50, 52, 94, 95]. Despite their
gratifying progress in the intra-dataset settings, their perfor-
mances degrade significantly when applied to different tar-
get domains. To mitigate this challenge, domain adaptation
techniques [16, 19, 21, 22, 53, 78, 79, 82, 101, 115, 118–
120] have been recently integrated into FAS [32, 43, 61,
64, 70, 87, 90, 92], but the target data is not always ac-
cessible in real scenarios and might fail these methods.
Thus, domain generalization techniques [42, 44, 65, 66]
have been introduced to improve the performance on un-
seen domains via adversarial learning [30, 40, 76, 96], meta-
learning [9, 13, 31, 54, 55, 116], instance whitening [121]
and etc [25, 26, 62, 63, 114]. Nevertheless, almost all of
them merely focus on learning domain-invariant features at
train time and may fail in real-world scenarios that differ
significantly from the source domains. Besides, they over-
look the role of testing data beyond just evaluation. In this
work, we propose a novel perspective that leverages the test-
ing data to boost the generalizability of FAS models.
Test-Time Domain Adaptation and Domain Generaliza-
tion. Test-time adaptation (TTA) [8, 69, 86, 91, 111] has
been studied to enhance the model’s transferability to the
target domain, where the classifier is updated partially or
fully using incoming batches of test samples. Kim et al.
[37, 38] proposed a style selective normalization for test-
time adaptive FAS. Similarly, [117] and [89] aim to align
the target domain with the source ones in a reverse manner.
Nevertheless, they need batches of the target data for gra-
dient updates [37, 38, 89] or an additional model for fine-
tuning [117], which requires considerable computation bur-
den during the test time. In addition, acquiring such a large
number of testing data is impractical in realistic scenarios.
In contrast to these methods, test-time domain generaliza-
tion (TTDG) is more challenging since it does not require

176



Feature
Extractor

𝐹
Style
Mining

×

Test-Time Style Projection

Depth

Classifier

𝐿!"#

𝐿$%&

𝐿'()

Norm

𝐹! 𝐹"

(𝑤*, 𝑤+, …𝑤&)

Rescale

𝐹

𝜎!𝜇!

𝜎!"𝜇!"

Diverse Style Shifts Simulation
Style Diversity

𝜇!

𝜎!
pull

Content Consistency

…
+{𝜇!, 𝜎!}

𝐹"

𝐹#

+{𝜇$, 𝜎$}

…

𝐹"%%

𝐹#%%
𝐹#

𝐹"

𝐹#%%

𝐹"%%

push

AdaIN

pull

{𝜇#, 𝜎#}

{𝜇&, 𝜎&}
{𝜇", 𝜎"}

Source

Learnable Style Bases

…

𝜎#𝜇# 𝜎$𝜇$ 𝜎%𝜇% 𝜎&𝜇&

𝐿$,'

DSSS

Similarity

Figure 2. Overview of the proposed Test-Time Domain Generalization (TTDG) framework for DG FAS. In particular, we first introduce
Test-Time Style Projection (TTSP) to project arbitrarily unseen samples to the known source space based on the similarity between the
unseen sample and the style bases. We then design Diverse Style Shifts Simulation (DSSS) to synthesize diverse style shifts via learnable
style bases. Lsty and Lcon are two new losses for maximizing the style diversity and content consistency in a hyperspherical feature space.
Our TTDG eliminates the need for model updates at test time and can be seamlessly integrated into the CNN and ViT backbones.

any model updates at test time. Park et al. introduced test-
time style shifting [71], which shifts the style of the test
sample to the nearest source domain before making the pre-
diction. Besides, [29, 33, 113] pulled the target closer to
the source distributions via Fourier transformation and nor-
malization, etc. Despite their encouraging advancements,
they suffer from two limitations. Firstly, style bases in
[29, 71, 113] are roughly defined and inadaptive, either one
for each domain or one for all domains, which is inapplica-
ble to FAS tasks that typically have a mixture of domains.
In contrast, we do not require any domain label and design a
set of learnable style bases that are more fine-grained to au-
tomatically capture style shifts. Secondly, their projections
lack a clear objective for optimization, making projection
less reliable for FAS. Conversely, we propose explicit opti-
mization goals to ensure the reliability of projection.

3. Methodology

Figure 2 shows the overview of the proposed Test-Time
Domain Generalization (TTDG) framework, which aims to
leverage the testing data to improve the generalizability of
FAS models. Our TTDG framework consists of two key
components. Firstly, we present Test-Time Style Projection
(TTSS) to project the styles of the unseen samples to the
style representation space built on style bases, according to
the similarity between the unseen style and style bases. In
addition, we design Diverse Style Shifts Simulation (DSSS)
with two new losses to synthesize diverse distribution shifts
via learnable style bases in a hyperspherical feature space.

3.1. Theoretical Analysis

To perform domain generalization, we need to first under-
stand the distribution shifts measured by H-divergence [3]:

dH(Ds,Dt) = 2 sup
h∈H

|Prx∼Ds [h(x) = 1]− Prx∼Dt [h(x) = 1]|

(1)
where classifier h : X → {0, 1}. Then, [1] defines the con-
vex hull Λs of Ds that is a set of mixture of source domains:

Λs =

{
K∑
i=1

ηiDi
s | η ∈ ∆K−1

}
, (2)

where η denotes non-negative coefficient in the (K − 1)-
dimensional simplex ∆K−1. Next, an ideal case D̄t ∈ Λs

is assumed that the ideal target domain D̄t lies in the source
domain convex hull Λs. Under this assumption, the risk
ϵt(h) on the target domain Dt is upper-bounded [1] by:

ϵt(h) ≤
K∑
i=1

ηiϵ
i
s(h) + γ + ζ, (3)

where, on the right side, the first term represents the
risks over all source domains, and the second term γ =
dH∆H(D̄t, Dt) denotes the H-divergence between the ideal
target D̄t and the real target domain Dt, and the third
term ζ = supD′

s,D
′′
s ∈Λs

dH∆H (D′
s, D

′′
s ) is the largest H-

divergence between any pair of source domains. H∆H cor-
responds to {h(x)⊕ h′(x) | h, h′ ∈ H}. The first term can
be minimized by empirical risk minimization (ERM), and
the second term is hard to minimize due to no access to the
target domain at training, and the third term can be mini-
mized by removing the source domain-specific information
which is the style information in the context of this work.

Almost all previous DG FAS approaches [9, 13, 30, 31,
41, 49, 54, 55, 76, 96, 116] assume that the ideal target do-
main D̄t is covered by the source convex hull Λs, and thus
a model can achieve acceptable performance on the target
domain by just minimizing the source divergence (Eq. (3)).
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However, this assumption typically does not hold in reality
since the realistic target data may differ significantly from
the source domains. Recent works [96, 121] rely on data
augmentation to generate the data outside the source distri-
butions, possibly extending the source convex hull Λs (i.e.,
γ → 0). Nevertheless, the augmented source domain might
not fully overlap with the target domain, leading to the fail-
ure of generalization of existing models on unseen domains.

The above analysis motivates us to re-think the domain
generalization for FAS. Our core idea is to leverage the test-
ing data as a valuable resource to enhance the generalizabil-
ity. Our TTSP (Section 3.2) and our DSSS (Section 3.3) aim
to pull the target data closer to the source convex hull Λs,
thus reducing the difference between Dt and D̄t (γ → 0).
3.2. Test-Time Style Projection

Our test-time style projection (TTSP) strategy aims to
project the styles of the unseen test samples to the known
space to handle arbitrary unseen domains during the test-
ing phase. To achieve this goal, there are two key questions
that we need to explore for DG FAS. Firstly, how to repre-
sent the known style space to the utmost extent? Secondly,
how to effectively shift or project the unseen sample to the
known domains? We address these questions below.

Regarding the first question, our idea is to build a robust
style representation space that can be defined by a series of
style bases since various presentation attacks primarily vary
in terms of styles, such as illumination, color, etc., and such
style differences are the main factor in leading to domain
shifts. Therefore, the key to improving the generalizability
of the FAS model lies in narrowing the style gaps. Previ-
ous FAS studies [37, 38, 96, 117, 121] have demonstrated
that the statistics of the latent features of FAS models can
reflect the style information of the input image xt, and most
of them commonly employ the channel-wise mean and vari-
ance of these features to represent the style distribution of
xt. Following them, Ft ∈ RC×H×W is denoted as the fea-
ture of xt from the feature extractor, where C denotes the
number of channels. The channel-wise mean µt(Ft) ∈ RC

and variance σt(Ft) ∈ RC of the feature Ft can be calcu-
lated as follows (the Style Mining part in Figure 2):

µt =
1

HW

H∑
h=1

W∑
w=1

Ft, σt =

√√√√ 1

HW

H∑
h=1

W∑
w=1

(Ft − µt)
2, (4)

We design a series of style bases Bsty = {(µn
b , σ

n
b )}

N
n=1

to preserve the style information of source domains, where
N denotes the number of style bases. Then, we build a style
representation space based on these style bases Bsty for re-
alizing the test-time projection of the unseen style. The way
of properly selecting these style bases for the DG FAS task
will be discussed in Section 3.3.

As for the second question, we aim to project the style
of unseen faces into the style representation space as a
weighted combination of style bases. To achieve this goal,

firstly, we calculate the cosine distance to estimate the style
distribution discrepancy dn between the current image xt

and the n-th style basis (µn
b , σ

n
b ), defined as follows:

dn =
µt · µn

b

∥µt∥ · ∥µn
b ∥

+
σt · µn

b

∥σt∥ · ∥µn
b ∥

, wn =
edn∑N
n=1 e

dn

, (5)

where wn denotes the estimated weighting factor calcu-
lated by the Softmax operation such that the sum of w =
{wn | n = 1, 2, . . . , N} is equal to 1.

Next, we can obtain the projected style (µ′
t, σ

′
t) by the

weighted combination of style bases as follows:

µ′
t =

N∑
n=1

wn · µn
b , σ′

t =

N∑
n=1

wn · σn
b , (6)

With the projected styles (µ′
t, σ

′
t) and input feature Ft of the

t-th sample, the style projected feature F ′
t is defined as:

F ′
t = σ′

t(Ft) ·
(
Ft − µt(Ft)

σt(Ft)

)
+ µ′

t(Ft), (7)

As such, each test sample that has a style gap with the
source domains will be projected to the source domains via
the aggregation of the set of style bases. For example, when
the unseen faces have a large discrepancy with the style rep-
resentation space, the nearest style basis that the model is
familiar with will have a large contribution to the projec-
tion, and the farthest style basis will have less contribution.

3.3. Diverse Style Shifts Simulation

Although building a style representation space is promis-
ing for test-time DG, manually selecting style bases of
source domains is cumbersome and time-expensive, espe-
cially when the style space is continually changing during
the model updating, and it requires to re-select the bases
from all the source domains in every epoch. This man-
ner will complicate the procedure and largely reduce the
model’s efficiency. Besides, there is no guarantee that man-
ually selected style bases will represent the style representa-
tion space to the utmost extent. For example, those selected
bases might merely include dominant styles that have high
frequency and ignore the rare styles with low frequency in
the source domains. As a result, these selected style bases
may steer the model in the incorrect direction at test time.

To address these issues, instead of utilizing the manually
selected style bases, we propose a novel strategy that uses
learnable style bases in hyperspherical feature space to syn-
thesize diverse style shifts for FAS. Our method, namely Di-
verse Style Shifts Simulation (DSSS), is more efficient and
effective. In addition, two new loss functions are specif-
ically introduced to guide the learning of learnable style
bases. We will describe them in detail below.
Style Diversity Loss. To maximize the diversity of N style
bases in a hyperspherical feature space, we present a style
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diversity loss such that the i-th style basis Bi
sty =

(
µi
b, σ

i
b

)
is orthogonal to other ones Bk

sty ∈ {(µn
b , σ

n
b )}

N
k=1,k!=i. Re-

garding this, the style diversity loss Lstyle for learning the
i-th style basis is computed by:

Lsty =

N∑
k=1
k ̸=i

∣∣∣∣∣ µi
b∥∥µi
b

∥∥ · µk
b∥∥µk
b

∥∥
∣∣∣∣∣+

N∑
k=1
k ̸=i

∣∣∣∣∣ σi
b∥∥σi
b

∥∥ · σk
b∥∥σk
b

∥∥
∣∣∣∣∣ , (8)

The objective of the style loss Lstyle is to minimize the ab-
solute value of the cosine similarity between the i-th style
basis and every other existing style basis. When this loss
value reaches zero, it signifies that the i-th style basis has
achieved orthogonality with respect to all the other ones.
Content Consistency Loss. Merely using style diversity
loss to learn style bases might potentially result in a less
desirable outcome because learnable style bases could sub-
stantially distort the content information when used to gen-
erate a style-content reassembled feature. Thus, for each
basis, we encourage the style-content feature to exhibit the
highest consistency with its corresponding content feature.

Specifically, for each input feature Ft, we randomly se-
lect a style basis Bi

sty from the style bases set, and reassem-
ble a style-content feature F ′′

t using Eq. (7). Then, we de-
vise a content consistency loss Lcontent that maximizes the
cosine similarity scores between F ′′

t and Ft as follows:

zmt =
F ′′
t

∥F ′′
t ∥2

· Fm

∥Fm∥2
, (9)

Lcon = − 1

M

M∑
t=1

log

(
exp (ztt)∑M

m=1 exp (zmt)

)
, (10)

where M denotes the batch size and zmt is the cosine sim-
ilarity score between the style-content reassembled feature
F ′′
t and the content feature Fm of the m-th sample. This

content loss Lcontent encourages each style-content feature
to be closer to its corresponding original feature. This way
forces each i-th style basis Bi

sty to preserve content infor-
mation when used to synthesize style-content features.

3.4. Training and Inference

Training. To ensure that the feature extractor captures task-
relevant features Ft of each sample Xt for good classifica-
tion, we introduce a binary classification loss Lcls:

Lcls = −
∑

(Xt,Y cls
t )

Y cls
t log(Cls(Ft)), (11)

In this equation, Cls represents the binary classifier respon-
sible for distinguishing genuine faces from face presenta-
tion attacks. Here, Xt corresponds to the input image, and
Y cls
t is the classification label, as illustrated in Figure 2.

Previous research [54, 55, 58] has demonstrated the use-
fulness of depth information for guiding FAS at the pixel

level. We follow them by utilizing a depth estimator (Dep),
which estimates depth maps for live faces and zero maps
for spoof faces. With the guidance of depth label Y dep

t , we
introduce the depth loss LDep, defined as follows:

Ldep =
∑

(Xt,Y
dep
t )

∣∣∣Dep(Ft)− Y dep
t

∣∣∣2
2
, (12)

Additionally, to ensure that our FAS model could well
project the unseen sample to the known space during the test
time, we simulate this projection process during the train-
ing, and the total training loss is defined as:

Ltotal = Lcls + λdLdep + Lsty + λcLcon, (13)

Instead of manually re-selecting the style bases in each
epoch, we jointly train the whole model with learnable style
bases in every iteration, which is a more efficient manner.
Inference. During the test phase, unseen faces are fed into
the feature extractor and then projected into the style rep-
resentation space via our TTSP. The outputs are next fed
into the classifier for making the final prediction. Note that
different from existing TTA FAS methods [37, 38, 89, 117],
our model does not require any parameter update at the test
time, which is more flexible in real-world scenarios. More-
over, our TTDG method can be seamlessly integrated into
not only the CNN backbone but also the ViT backbone.

4. Experiments
4.1. Experimental Setup

Datasets and Protocols. We conducted experiments on
four public FAS datasets, namely CASIA-MFSD (C) [112],
Idiap Replay-Attack (I) [10], MSU-MFSD (M) [98],
OULU-NPU (O) [6] to verify the efficacy of our approach.
These datasets include print, paper cut, and replay attacks,
and were gathered using different capturing devices, includ-
ing diverse illumination conditions, various background
scenes, and racial demographics. Thus, there exist sub-
stantial domain shifts among these datasets. For all exper-
iments, we strictly follow the same experimental protocols
as previous DG FAS methods [30, 54, 55, 76, 77, 80, 116].
Implementation Details: Following the precedent setting
of previous DG FAS methods [30, 54, 55, 76, 77], we em-
ploy the same CNN [30, 108] and ViT-Base [12] backbone
to ensure fair comparisons. During training, the hyperpa-
rameter λc is empirically set to 0.4, and N is set to 64 for
all experiments. Following prior works [54, 55, 116, 121],
we utilize pseudo-depth maps generated by PRNet [15] for
depth supervision and set λd = 0.1 when training with
the CNN-based backbone. As for training with ViT [12],
we follow [20, 47, 95] and do not use the depth estimator
(λd = 0). The Half Total Error Rate (HTER) and the Area
Under Curve (AUC) are used as evaluation metrics. The
lower HTER and higher AUC indicate better performance.
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Methods I&C&M to O O&C&M to I O&C&I to M O&M&I to C
HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

MADDG [76] 27.98 80.02 22.19 84.99 17.69 88.06 24.50 84.51
D2AM [9] 15.27 90.87 15.43 91.22 12.70 95.66 20.98 85.58

SSDG [30] 25.17 81.83 18.21 94.61 16.67 90.47 23.11 85.45
RFM [77] 16.45 91.16 17.30 90.48 13.89 93.98 20.27 88.16

DRDG [55] 15.63 91.75 15.56 91.79 12.43 95.81 19.05 88.79
ANRL [54] 15.67 91.90 16.03 91.04 10.83 96.75 17.85 89.26
FGHV [56] 13.58 93.55 16.29 90.11 9.17 96.92 12.47 93.47
SSAN [96] 19.51 88.17 14.00 94.58 10.42 94.76 16.47 90.81

AMEL [116] 11.31 93.96 18.60 88.79 10.23 96.62 11.88 94.39
EBDG [13] 15.66 92.02 18.69 92.28 9.56 97.17 18.34 90.01

IADG [121] 11.45 94.50 11.04 93.15 8.45 96.99 12.74 94.00
Ours (TTDG) 10.00 95.70 6.50 97.98 7.91 96.83 8.14 96.49

ViTranZFAS [20] 15.67 89.59 16.64 85.07 10.95 95.05 14.33 92.10
TTN-S [95] 12.64 94.20 14.15 94.06 9.58 95.79 9.81 95.07

DiVT-V [47] 18.06 90.21 5.71 97.73 10.00 96.64 14.67 93.08
Ours (TTDG-V) 10.00 96.15 9.62 98.18 4.16 98.48 7.59 98.18

Table 1. Comparison with the state-of-art FAS methods on four testing domains. TTDG-V denotes TTDG with ViT-Base [12] backbone.

Methods I&C&M to O O&C&M to I O&C&I to M O&M&I to C
HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

DCN [33] 15.52 90.44 18.75 87.23 14.16 95.19 15.74 91.51
TF-Cal [113] 13.29 93.71 19.75 90.35 12.08 95.58 14.26 92.10
Sty.-Pro [29] 13.19 93.69 14.25 91.63 14.58 92.60 14.81 92.63

Ours (TTDG) 10.00 95.70 6.50 97.98 7.91 96.83 8.14 96.49
Table 2. Comparison with test-time domain generalization methods. The bold numbers indicate the best performance.

Methods M&I to C M&I to O
HTER(%) AUC(%) HTER(%) AUC(%)

MADDG [76] 41.02 64.33 39.35 65.10
SSDG [30] 31.89 71.29 36.01 66.88
D2AM [9] 32.65 72.04 27.70 75.36

DRDG [55] 31.28 71.50 33.35 69.14
ANRL [54] 31.06 72.12 30.73 74.10
SSAN [96] 30.00 76.20 29.44 76.62
EBDG [13] 27.97 75.84 25.94 78.28

AMEL [116] 24.52 82.12 19.68 87.01
IADG [121] 23.51 84.20 22.70 84.28

Ours (TTDG) 17.77 86.69 17.70 90.09

Table 3. Comparison results on limited source domains.

4.2. Comparisons to the State-of-the-art Methods

Comparison Results on Leave-One-Out Settings. As
shown in Table 1, Table 2, we verify our proposed method
in four standard leave-one-out settings. Note that in each
experiment, all methods are compared using the same
backbone to ensure fair comparisons. In all experiments,
IADG [121] is implemented by using the same backbone
that removes the DKG module. From the tables, we
draw the following observations. (1) Our proposed TTDG

method consistently outperforms the majority of state-of-
the-art DG FAS methods [13, 30, 47, 54, 55, 76, 77, 116]
under five testing settings. This superiority can be attributed
to the fact that most existing approaches tend to overlook
the role that testing data plays in enhancing the generaliz-
ability of the FAS model beyond mere evaluation, resulting
in sub-optimal performances. In contrast, we introduce test-
time DG for FAS that leads to substantial improvements. (2)
Existing test-time DG approaches [27, 33, 113] exhibit less-
desired performances in these benchmark settings. The rea-
sons lie in two aspects. Firstly, they tend to roughly define
style bases, which is inapplicable to FAS tasks that typically
have a mixture of domains. In contrast, we design N=64
learnable style bases to automatically capture style shifts
in a fine-grained manner. Besides, their projections lack a
clear direction for optimization, making projection less reli-
able for FAS. Conversely, we propose explicit optimization
goals (Lsty&Lcon) to facilitate the projection process.

Comparison Results on Limited Source Domains. Fol-
lowing previous works [13, 30, 54, 55, 76], we also evalu-
ate our method on limited source domains. Table 3 shows
that our method outperforms state-of-the-art approaches by
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Methods I&C&M to O O&C&M to I O&C&I to M O&M&I to C
HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

TF-Cal [113] 12.74 93.50 14.00 93.18 13.75 91.06 13.33 93.36
TTSS [71] 15.10 93.30 12.50 92.91 9.58 95.88 13.14 93.65

Sty.-Pro [29] 13.05 93.66 11.75 92.51 11.25 94.98 13.51 93.27
Ours (TTSP) 10.00 95.70 6.50 97.98 7.91 96.83 8.14 96.49

Table 4. Ablation studies on different test-time style shifting strategies on four testing domains.

Methods I&C&M to O O&C&M to I O&C&I to M O&M&I to C
HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

Random Selection 13.40 92.81 15.12 89.56 13.75 93.50 13.51 92.72
FPS [74] Selection 11.35 95.14 10.12 95.42 10.00 94.64 12.40 94.55

Learnable (w/o DSSS) 13.64 93.18 13.75 93.68 13.33 95.02 16.48 92.67
Learnable (w DSSS) 10.00 95.70 6.50 97.98 7.91 96.83 8.14 96.49

Table 5. Ablation studies on different selection strategies of style bases on four testing domains.

Loss I&C&M to O O&C&M to I O&C&I to M O&M&I to C
Lcls Ldep Lsty Lcon HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)

✓ – – – 15.96 90.77 16.40 91.65 16.16 92.44 18.53 89.77
✓ ✓ – – 13.64 93.18 13.75 93.68 13.33 95.02 16.48 92.67
✓ ✓ ✓ – 13.05 93.90 12.62 94.42 10.41 94.35 16.29 93.72
✓ ✓ – ✓ 11.63 94.32 10.25 95.78 9.10 95.06 12.03 93.95
✓ ✓ ✓ ✓ 10.00 95.70 6.50 97.98 7.91 96.83 8.14 96.49

Table 6. Ablation studies on each loss (with TTSP) on four testing domains.

a significant margin (5% ∼ 6% in HTER) when dealing with
extremely limited source domains. This also demonstrates
that our TTDG remains effective when applied to unseen
domains, regardless of the number of source domains. In
contrast to previous methods, TTDG does not require any
domain labels and is more flexible in realistic scenarios.

4.3. Ablation Studies

Effects of Various Test-Time Style Shifting Schemes. Ta-
ble 4 shows the effect of different test-time shifting schemes
while preserving the DSSS unchanged. TF-Cal [113] di-
rectly shifts the amplitude of the Fourier representation
to the source prototype in a simple manner. Similarly,
TTSS [71] shifts the style statistics of the test sample to
the nearest source domain before making the prediction.
However, they neglect the contribution of other similar
source domains and achieve less desirable outcomes. Sty.-
Pro [29] directly projects the unseen samples to bases via
the Wasserstein distance [83], which cannot be directly ap-
plied to the hyper-spherical feature space we constructed
and shows less-desired results in DG FAS (Table 4). In con-
trast, we introduce a cosine distance-based similarity (Eq.
(5)) and perform the projection into the same space, which
is more suitable for FAS task. Thus, our TTSP outperforms
various test-time style shifting strategies by a large margin.
Impacts of Different Style Bases Selection Strategies.

Table 5 illustrates the impact of various style bases selec-
tion strategies while keeping TTSP consistent. Random se-
lection means randomly selecting N style bases from all
source domains. It shows inferior results in four domains
since it cannot fully represent the style representation space.
FPS [74] selects the bases according to the farthest point
sampling strategy and achieves better results. However,
both of them are time-expensive since they need to re-select
the bases from all the source domains in each epoch. TTDG
(w/o DSSS) means style bases are learned with task-related
losses (Lcls & Ldep) only and such randomly learnable
bases are diverse to some extent. In contrast, our learnable
bases under two proposed losses are more effective, further
improving the performance by a large margin.
Contribution of Each Loss. Table 6 demonstrates the con-
tribution of each proposed loss with TTSP. When we train
style bases using Lstyle but without Lcontent, we observe
limited performance improvements compared to the base-
line. This is because the style-content features obtained
become more diverse within the same class but lack con-
tent consistency. Conversely, merely using Lcontent without
Lstyle achieves a certain performance boost since it encour-
ages the style-content features to be more consistent with
the content features but lacks style diversity. Finally, only
by jointly incorporating both losses will we achieve the best
results. This shows that our TTDG needs to be trained under
the guidance of both loss functions (Lstyle & Lcontent).
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Figure 3. Comparison results of t-SNE [84] feature visualization
for train-time DG and our test-time DG method.

Figure 4. Hyper-parameter analyses on the O&C&M to I setting.

4.4. Visualization and Analysis

T-SNE Visualization of Feature Distributions. To reveal
how testing data leads to the generalizability boost, we em-
ploy the t-SNE [84] visualization tool on the I&C&M to O
setting to analyze the effectiveness of our proposed method.

Figure 3 shows the feature distributions between train-
time DG [116] and our test-time DG method. We have
two observations: (1) In Figure 3 (a), testing samples near
the decision boundary are almost misclassified, where the
previous method is ineffective, while points away from the
decision boundary are well-classified. (2) Although source
samples in Figure 3 (a) are well-separated, many target sam-
ples are misclassified, while our method in Figure 3 (b) has
much fewer misclassified samples, which verifies ours su-
periority. (3) In Figure 3 (b), our source and target domains
exhibit better alignment, indicating better generalizability.
This is because the target domain varies across samples,
making the weights of the selected bases different in TTDG.

Figure 5 illustrates the variations of style distributions
between different domains before and after style projection.
We have three observations as follows: (1) Before style pro-
jection (Figure 5 (a)), it is evident that the style distribution
of distinct domains is separated. After style projection, the
style distribution of the unseen domain is approximately sit-
uated within the style bases. (2) Furthermore, the unseen
domain aligns more closely with the source domains (Fig-
ure 5 (b)), demonstrating that TTSP successfully projects
unseen styles into the seen space. (3) Finally, the learnable
style bases are diverse enough to represent the whole space,
and most of them lie in the outlier of the style representation

Figure 5. T-SNE [84] visualization of features for different do-
mains before (a) and after test-time style projection (b).

space. When TTDG encounters an unseen sample (O), they
often relate it to a previously perceived similar one (C), and
thus some of the bases are near the domain C.
Hyper-parameter Analysis. During the optimization, it is
essential to balance the weight between different losses. We
study the impact of λc on TTDG-V. As shown in Figure 4
(a), reducing λc may not significantly facilitate the train-
ing process, while increasing it too much can result in the
propagation of incorrect gradients throughout the network.
Based on our empirical findings, we set λc to 0.4 for all ex-
periments. Next, we analyzed the impact on the number N
of style bases of TTDG-V in Figure 4 (b). A smaller value
of N is insufficient for representing the source style space,
causing the model to become overly specific and resulting in
poor generalization. Conversely, a larger value of N intro-
duces redundant bases, leading to less desirable outcomes.
Thus, we set N to a default value of 64 in experiments.

5. Conclusion
In this paper, we present a new perspective for DG FAS
that leverages testing data to enhance the generalizability
beyond mere evaluation. We propose a novel Test-Time Do-
main Generalization (TTDG) framework for FAS, which is
the first work that studies test-time DG for FAS. Specifi-
cally, we introduce Test-Time Style Projection (TTSP) to
project the styles of the unseen samples to the source do-
mains via the aggregation of a set of style bases. In addition,
we design Diverse Style Shifts Simulation (DSSS) to syn-
thesize diverse distribution shifts via learnable style bases in
a hyperspherical feature space, thereby promoting the test-
time DG. Extensive experiments demonstrate the state-of-
the-art performance and the effectiveness of our TTDG on
widely used cross-domain FAS benchmarks.
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[20] Anjith George and Sébastien Marcel. On the effectiveness
of vision transformers for zero-shot face anti-spoofing. In
IEEE International Joint Conference on Biometrics (IJCB),
pages 1–8, 2021. 2, 5, 6

[21] Qiqi Gu, Qianyu Zhou, Minghao Xu, Zhengyang Feng,
Guangliang Cheng, Xuequan Lu, Jianping Shi, and
Lizhuang Ma. Pit: Position-invariant transform for cross-
fov domain adaptation. In Proceedings of the IEEE/CVF In-
ternational Conference on Computer Vision (ICCV), pages
8761–8770, 2021. 2

[22] Shaohua Guo, Qianyu Zhou, Ye Zhou, Qiqi Gu, Junshu
Tang, Zhengyang Feng, and Lizhuang Ma. Label-free re-
gional consistency for image-to-image translation. In IEEE
International Conference on Multimedia and Expo (ICME),
pages 1–6, 2021. 2

[23] Zong-Wei Hong, Yu-Chen Lin, Hsuan-Tung Liu, Yi-Ren
Yeh, and Chu-Song Chen. Domain-generalized face anti-
spoofing with unknown attacks. In IEEE International Con-
ference on Image Processing (ICIP), pages 820–824, 2023.
2

[24] Chengyang Hu, Junyi Cao, Ke-Yue Zhang, Taiping Yao,
Shouhong Ding, and Lizhuang Ma. Structure destruction
and content combination for generalizable anti-spoofing.
IEEE Transactions on Biometrics, Behavior, and Identity
Science (TBIOM), 4(4):508–521, 2022. 2

183



[25] Chengyang Hu, Ke-Yue Zhang, Taiping Yao, Shouhong
Ding, and Lizhuang Ma. Rethinking generalizable face
anti-spoofing via hierarchical prototype-guided distribution
refinement in hyperbolic space. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2024. 2

[26] Chengyang Hu, Ke-Yue Zhang, Taiping Yao, Shice Liu,
Shouhong Ding, Xin Tan, and Lizhuang Ma. Domain-
hallucinated updating for multi-domain face anti-spoofing.
In Proceedings of the AAAI Conference on Artificial Intel-
ligence (AAAI), pages 2193–2201, 2024. 2

[27] Hsin-Ping Huang, Deqing Sun, Yaojie Liu, Wen-Sheng
Chu, Taihong Xiao, Jinwei Yuan, Hartwig Adam, and
Ming-Hsuan Yang. Adaptive transformers for robust few-
shot cross-domain face anti-spoofing. In European Confer-
ence on Computer Vision (ECCV), pages 37–54, 2022. 6

[28] Pei-Kai Huang, Cheng-Hsuan Chiang, Jun-Xiong Chong,
Tzu-Hsien Chen, Hui-Yu Ni, and Chiou-Ting Hsu. Ldc-
former: Incorporating learnable descriptive convolution to
vision transformer for face anti-spoofing. In IEEE Interna-
tional Conference on Image Processing (ICIP), pages 121–
125, 2023. 2

[29] Wei Huang, Chang Chen, Yong Li, Jiacheng Li, Cheng Li,
Fenglong Song, Youliang Yan, and Zhiwei Xiong. Style
projected clustering for domain generalized semantic seg-
mentation. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pages
3061–3071, 2023. 3, 6, 7

[30] Yunpei Jia, Jie Zhang, Shiguang Shan, and Xilin Chen.
Single-side domain generalization for face anti-spoofing. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition (CVPR), pages 8484–8493,
2020. 1, 2, 3, 5, 6

[31] Yunpei Jia, Jie Zhang, and Shiguang Shan. Dual-branch
meta-learning network with distribution alignment for face
anti-spoofing. IEEE Transactions on Information Forensics
and Security (TIFS), 17:138–151, 2021. 1, 2, 3

[32] Yunpei Jia, Jie Zhang, Shiguang Shan, and Xilin Chen.
Unified unsupervised and semi-supervised domain adapta-
tion network for cross-scenario face anti-spoofing. Pattern
Recognition (PR), 115:107888, 2021. 2

[33] Yuxuan Jiang, Yanfeng Wang, Ruipeng Zhang, Qinwei Xu,
Ya Zhang, Xin Chen, and Qi Tian. Domain-conditioned
normalization for test-time domain generalization. In Euro-
pean Conference on Computer Vision (ECCV), pages 291–
307, 2022. 3, 6

[34] Amin Jourabloo, Yaojie Liu, and Xiaoming Liu. Face de-
spoofing: Anti-spoofing via noise modeling. In European
Conference on Computer Vision (ECCV), pages 290–306,
2018. 2

[35] Ira Kemelmacher-Shlizerman, Steven M Seitz, Daniel
Miller, and Evan Brossard. The megaface benchmark: 1
million faces for recognition at scale. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), pages 4873–4882, 2016. 1

[36] Taewook Kim, YongHyun Kim, Inhan Kim, and Daijin
Kim. Basn: Enriching feature representation using bipartite

auxiliary supervisions for face anti-spoofing. In Proceed-
ings of the IEEE/CVF International Conference on Com-
puter Vision Workshops (ICCVW), pages 494–503, 2019. 2

[37] Young-Eun Kim, Woo-Jeoung Nam, Kyungseo Min,
and Seong-Whan Lee. Style-guided domain adaptation
for face presentation attack detection. arXiv preprint
arXiv:2203.14565, 2022. 2, 4, 5

[38] Young-Eun Kim, Woo-Jeoung Nam, Kyungseo Min, and
Seong-Whan Lee. Style selective normalization with meta
learning for test-time adaptive face anti-spoofing. Expert
Systems with Applications (ESWA), 214:119106, 2023. 2,
4, 5

[39] Jukka Komulainen, Abdenour Hadid, Matti Pietikäinen,
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