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Abstract
This paper proposes LLaFS, the first attempt to leverage

large language models (LLMs) in few-shot segmentation. In
contrast to the conventional few-shot segmentation methods
that only rely on the limited and biased information from the
annotated support images, LLaFS leverages the vast prior
knowledge gained by LLM as an effective supplement and
directly uses the LLM to segment images in a few-shot man-
ner. To enable the text-based LLM to handle image-related
tasks, we carefully design an input instruction that allows
the LLM to produce segmentation results represented as
polygons, and propose a region-attribute table to simulate
the human visual mechanism and provide multi-modal guid-
ance. We also synthesize pseudo samples and use curricu-
lum learning for pretraining to augment data and achieve
better optimization. LLaFS achieves state-of-the-art results
on multiple datasets, showing the potential of using LLMs
for few-shot computer vision tasks.

1. Introduction
Image segmentation is a fundamental task in computer vi-
sion with extensive applications. The development of deep
learning algorithms [7, 9, 12, 72, 73] trained on large-scale
datasets has brought significant advancements to this field
[3–5, 61, 69, 71]. However, annotating pixel-level segmen-
tation ground truth on a large scale is extremely resource-
intensive. Therefore, a more source-efficient learning strat-
egy, few-shot segmentation, has received much attention
from academia and holds immense practical value.

In few-shot segmentation, the model should develop
category-specific segmentation capabilities based on only
a small amount of annotated data, called support images.
To achieve this, existing few-shot segmentation methods
[24, 27, 38, 42, 43, 49, 66, 67] typically adopt a support-
feature-guided framework. In this framework, relevant fea-
tures of the target category are extracted from annotated
support images and used as guiding information to seg-
ment query images. To achieve higher performance, re-
searchers have proposed many methods to explore better
ways for support feature extraction [24, 38, 43] and query
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segmentation assistance [17, 56, 62]. Although these ef-
forts have demonstrated some success, their segmentation
performance is still far from satisfactory. This is because
the very limited number of support images contain only a
small, incomplete, and biased set of information, so the
framework that relies solely on these support-based fea-
tures for query segmentation inherently suffers from infor-
mation constraints and cannot achieve a sufficiently high
level of accuracy. Therefore, we believe that the further ad-
vancement of few-shot segmentation urgently requires an
entirely new framework, which should be capable of uti-
lizing richer and more comprehensive information, thereby
breaking through the existing framework’s bottlenecks to
reach better results.

We discover that recent advances in large language mod-
els (LLMs) [2, 50, 70] can offer potential opportunities
to achieve this goal. Specifically, LLMs pre-trained on
large-scale corpora have accumulated a vast amount of prior
knowledge, which can effectively supplement the insuffi-
cient information in support images, thereby resulting in
the more effective guidance. Moreover, LLMs have shown
to be effective few-shot learners in the field of NLP [2].
This naturally inspires us to further extend their capabilities
to few-shot tasks in other modalities. Based on these in-
sights, we hereby innovatively employ LLMs to tackle few-
shot segmentation and introduce an entirely new framework
named LLaFS. Unlike some previous segmentation meth-
ods that also use language models (LMs) but only for auxil-
iary purposes, such as utilizing LMs to extract intermediate
features [13, 28, 64] or to generate attribute prompts [37],
our LLaFS directly employs LLMs to produce segmentation
results. This makes LMs no longer work as only auxiliary
tools, but fully unlock their complete potential in handling
the complex computer vision tasks in an end-to-end manner.
In this way, we provide an important exploration towards
a unified framework that allows LLMs to tackle few-shot
tasks in other modalities beyond NLP.

We find that integrating LLM to few-shot segmentation
is non-trivial as we face three critical technical challenges:
1) How to enable the text-based LLM to comprehend and
address an image processing task? 2) How to leverage
both the visual information from support images and the
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text information from the LLM to guide the query segmen-
tation? and 3) How to effectively train the model with only
limited data? To address the first challenge, we draw in-
spiration from instruction tuning [44] and introduce a task
instruction, which is used to explicitly define the few-shot
segmentation task within the input of the LLM. To tackle
the second challenge, we treat support images as in-context
demonstration samples and design a region-attribute corre-
sponding table to extract fine-refined multi-modal guidance
information. For the third challenge, we further propose a
pseudo-sample synthesis method to augment the pretraining
samples and introduce a curriculum learning mechanism to
achieve better optimization. By incorporating these designs,
our LLaFS can handle few-shot segmentation effectively.
We conduct experiments on multiple datasets and achieve
state-of-the-art (SOTA) results that significantly outperform
existing methods.

In summary, the contributions of this work are as fol-
lows: 1) We introduce LLaFS, the first framework to ad-
dress few-shot segmentation using large language mod-
els. 2) We propose various innovative designs to make
better use of LLMs in few-shot segmentation, including a
task-tailored instruction, a fine-grained in-context instruc-
tion serving as multimodal guidance, and a pseudo-sample-
based curriculum pretraining mechanism. 3) Our approach
achieves state-of-the-art performance on multiple datasets.

2. Related Work
Few-Shot Segmentation. To address the issue of con-
ventional semantic segmentation methods [3, 6, 10, 18–
20, 55, 61, 65, 74] that require a large number of training
samples, the task of few-shot segmentation (FSS), which
allows to segment a query image using only a small number
of annotated support images, has been proposed and gained
significant attention [1, 21, 23, 31, 35, 43, 47, 52, 63]. Cur-
rent FSS methods typically adopt a prototype-guided ap-
proach [8, 17, 23, 24, 42, 63]. They use masked aver-
age pooling (MAP) to extract global [8, 34, 42] or local
[24] average prototypes from the backbone features of sup-
port images, and then employ these prototypes for guid-
ing the segmentation of query images through feature fu-
sion [23, 24, 34], distance computation [14, 38], or attention
mechanisms [45]. However, these methods can only lever-
age a limited amount of information extracted from a very
small number of support images, thus potentially leading
to suboptimal results and reduced robustness. To overcome
this limitation, [64] uses the more comprehensive word em-
bedding as the general class information to assist in seg-
mentation. Despite some improvements, [64] is still con-
strained by the limited capabilities of small language mod-
els and has not delved deeper into how to better integrate
textual information and support image data to achieve more
effective guidance. In this paper, we are the first to employ
large language models (LLMs) to achieve FSS by using our

carefully designed instructions that contain a more effective
multimodal guidance. Furthermore, we utilize the LLM to
directly produce segmentation results, rather than merely
using intermediate features as done in [64]. This offers a
brand-new paradigm to FSS.
Large Language Models. The advent of large language
models (LLMs) such as GPT [2] and Llama [50] has
marked the beginning of a new era in artificial intelligence.
Thanks to their significantly increased model parameters
and training data, these LLMs contain rich prior knowl-
edge and can be efficiently finetuned for specific tasks or
application requirements through methods such as prompts
[32, 58], adapters [15, 22] and LoRA [16]. Recently, re-
searchers have started exploring visual large language mod-
els [25, 29, 48, 53] to establish a unified framework for mul-
timodal data processing, aiming to override the restriction
of LLMs being solely applicable to language data. How-
ever, none of them are designed for few-shot tasks in com-
puter vision. In this paper, we introduce the first visual LLM
framework for handling few-shot segmentation. To achieve
this, we draw inspiration from instruction tuning [44] and
in-context learning [11, 39], and carefully design a suitable
form of instruction and demonstration examples tailored for
few-shot segmentation. By doing so, our method can enable
the LLM to comprehend image data and perform few-shot
segmentation effectively.

3. Method
3.1. Overview
This paper aims to construct an LLM-based framework for
few-shot segmentation, i.e, to segment a query image Iq
based on K support images {Iks }Kk=1 and their ground truth
maps {Gk

s}Kk=1.1 As shown in Fig.1, the overall framework
of LLaFS can be divided into three key components: (1) a
feature extractor that extracts image features and generates
visual tokens; (2) a task-tailored instruction that combines
visual tokens, target categories, and task requirements to
provide task-related information and support guidance; and
(3) an LLM that predicts segmentation masks based on the
input instruction, followed by a refinement network to op-
timize the results. For the feature extractor, we adopt the
approach in Blip2 [25] by using an image encoder followed
by a Q-former and a fully-connected layer to generate a
set of visual tokens. We use ResNet50 as the image en-
coder and keep it frozen during training. For the instruc-
tion, we carefully design it as the combination of two parts:
segmentation task instruction (Sec.3.2.1) and fine-grained
in-context instruction (Sec.3.2.2) to provide comprehensive
and detailed guidance. For the LLM, we employ CodeL-
lama [46] with 7 billion parameters that have been fine-
tuned through instruction tuning. Note that compared to

1For simplify of illustration, we introduce LLaFS under the one-shot
setting. Supp presents how to extend LLaFS to the multi-shot setting.
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For each object within the class [class] in an image, output coordinates of
a 16-point polygon that encloses the object. These points should be
arranged in a clockwise direction. The output should be a tuple in the
format of (c1, c2, ..., cn), where cn is the coordinates for the n-th object
and its format should be ((x1,y1),(x2,y2),…,(x16,y16)). The coordinate
value should be within [image size]. To accomplish this task, you can
refer to the following properties of [class]: [class] has [attributes]. For
example, for image [support image], the output should be [support
ground truth], because in these regions, [coord]s1 is [cor]1, [coord]s2 is
[cor]2, [coord]sn is [cor]n. For image [query image], what is the output?

LLM

(((x1,y1),(x2,y2),(x3,y3)
,(x4,y4),(x5,y5),(x6,y6),
(x7,y7),(x8,y8),(x9,y9),(
x10,y10),(x11,y11),(x12
,y12),(x13,y13),(x14,y1
4),(x15,y15),(x16,y16)))

Instruction

Output

Refinement
Network : Integration[query image]

[support image]

Figure 1. Overview of LLaFS. The image encoder and Q-former extract image features and generate a set of visual tokens. Subsequently,
a segmentation task instruction and fine-grained in-context introduction are introduced to provide detailed and comprehensive information.
These two instructions are integrated and fed into the LLM to produce the vertices coordinates of polygons that enclose the target object.
The segmentation mask represented by this polygon is processed by a refinement network to get the final result.

vanilla Llama, we empirically find that CodeLlama fine-
tuned with code generation datasets exhibits higher accu-
racy and stability in generating structured information like
the segmentation result in our task. We equip CodeLlama
with LoRA for fine-tuning. All these components work to-
gether within the LLaFS framework to achieve high-quality
few-shot segmentation.

3.2. Instruction
As the input of LLM, the instruction is the most crucial
component in our framework that makes LLM possible to
handle few-shot segmentation. To provide comprehensive
information, we design two instructions, namely segmen-
tation task instruction and fine-grained in-context instruc-
tion, to respectively provide the LLM with detailed task
definitions and fine-grained multi-modal guidance. These
two instructions are integrated to formulate the complete in-
struction as shown in Fig.1. In the following Sec.3.2.1 and
Sec.3.2.2, we introduce these two instructions in detail.

3.2.1 Segmentation Task Instruction
The LLMs trained on massive text contents have gained
strong reasoning capabilities and a vast amount of world
knowledge. Language instructions have shown to be a pow-
erful tool for leveraging these knowledge and capability to
handle complex tasks [44]. To achieve better results, the in-
structions need to be sufficiently clear and detailed, whereas
those using only simple terminologies such as ‘segment an
image’ are evidently too abstract for LLMs to comprehend.
Thus, we design a structured instruction to explicitly pro-
vide more task details such as the expected input and output
formats of few-shot segmentation. Specifically, in our in-
struction, we follow [53] by representing the pixel-wise seg-
mentation output as a 16-point polygon that encloses the tar-
get object [30]. Note that it is hard for LLMs to directly gen-
erate pixel-wise image masks due to LLM’s limited num-
ber of output tokens. Our alternative solution of generating

polygon vertices provides a token-efficient method for us-
ing LLMs to achieve pixel-level segmentation.

Furthermore, training solely on text contents makes
LLMs difficult to comprehend visual information precisely,
especially in our few-shot image segmentation task, where
the number of available training images is very scarce. For
this, inspired by the success of in-context learning in NLP
[11, 39], we further propose to encode the support image
and its ground truth as a visual demonstration example, us-
ing it as an intuitive reference in the instruction to teach
LLM how to segment a particular class within an image.

By incorporating these designs, we write our segmen-
tation task instruction as: For each object within the class
[class] in an image, output coordinates of a 16-point poly-
gon that encloses the object. These points should be ar-
ranged in a clockwise direction. The output should be a
tuple in the format of (c1, c2, ..., cn), where cn is the
coordinates for the n-th object and its format should be
((x1,y1),(x2,y2),...,(x16,y16)). The coordinate value should
be within [image size]. For example, for image [support
image], the output should be [support ground truth]. Here,
[support image] is the visual tokens from the support image.

3.2.2 Fine-grained In-context Instruction
Motivation. The above task instruction makes segment-
ing a class possible by leveraging LLM’s knowledge of the
class. In the instruction, the class to be segmented is indi-
cated by the [class] token, which is typically a single noun.
However, considering that LLMs have never been trained
on images, it is challenging for them to directly align this
abstract noun with an image region that may possess a com-
plex internal structure. To address this issue, we drew inspi-
ration from human brains and found that when classifying
an unseen new class, the human cognitive system follows
a mechanism of ‘from general to detailed, from abstract to
concrete’ [41, 59]. Specifically, given an unseen class repre-
sented by a general noun, the human brain first decomposes
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What does a [class]
look like? Please
answer in the format
of: A [class] has A, B,
C,..., where A, B, and
C are noun phrases to
describe a [class].

A [class] has:

[att]1, [att]2, …, [att]𝑁!
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…
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Figure 2. Illustration of how to construct the region-attribute cor-
responding table used in the fine-grained in-context instruction.

it into detailed attributes based on the acquired knowledge.
For example, in the case of an unseen class ‘owl’, a person
can first gather information from references to learn about
the owl’s attributes such as ‘large round eyes’ and ‘hooked
beak’. Subsequently, it can search the image for concrete
regions that match these abstract attributes to determine the
presence of the class.

Inspired by this, we propose a fine-grained in-context
instruction to simulate such a human cognitive mechanism
based on the support images. For this, we first use Chat-
GPT to extract detailed attributes of the target class, then
we search for regions in support images that correspond
to these attributes and generate a corresponding table
accordingly. The obtained attributes and table constitute
an in-context instruction that is fed into the LLM, which
serves as a demonstration example to guide the LLM on
how to recognize an image class in a more human-like
and fine-grained manner. This alleviates the challenge
that LLM cannot perform segmentation well when only
inputted with an abstract class noun. Lastly, we introduce
an expert-guide framework that refines the instruction to
increase its class representation ability. The following
sections explain how to generate and refine this instruction
in detail.

Attributes Generation We first simulate the step of ‘from
general to detailed’ to extract class attributes. Specifically,
as shown in Fig.3(a), we construct a prompt ‘What does a
[class] look like? Please answer in the format of: A [class]
has A, B, C,..., where A, B, and C are noun phrases to
describe a [class].’, and utilize ChatGPT to extract phrases-
based attributes that describe the fine-grained details of
this class. These attributes are denoted as [attributes] =
{[att]i}Na

i=1. For each [att]i, we utilize ‘A photo of [att]i’ as
a prompt to extract an embedding ti from the CLIP’s text
encoder. In this way, we get {ti}Na

i=1 from {[att]i}Na
i=1.

Region-attribute Corresponding Table. After that, we
simulate the second step of ‘from abstract to concrete’. To
implement this, as shown in Fig.2, we propose a region-
attribute corresponding table to find the alignment between
support image regions and class attributes. For this, we first

What does a panda look like? Please answer in the format of: A panda has A,
B, C,...,where A,B and C are noun phrases to describe a panda.

A panda has round black ears, a stout body, a white face, a bushy tail.

[att]1: round black ears   [att]2:a stout body    [att]3:a white face
[att]4: a bushy tail 

(a)  Class Attributes Generation

Except for panda, which classes also have (round black ears, a stout body, a
white face, a bushy tail)?

Raccoon, Skunk, Polar Bear.

[a-class]1: Raccoon    [a-class]2: Skunk    [a-class]3: Polar Bear

(b) Ambiguity Detection

What does panda look different from (Raccoon, Skunk, Polar Bear)?

A panda has black and white fur, black patches around eyes.

[d-att]1: black and white fur    [d-att]2: black patches around eyes

(c) Discriminative Attributes Generation

Figure 3. Examples of using ChatGPT for (a) class attributes gen-
eration, (b) ambiguity detection and (c) discriminative attributes
generation.

divide the support foreground into multiple local regions.
Specifically, for each object in the support image within the
target class, we employ the method in selective search [51]
to generate a set of superpixels {si}Nr

i=1 with different scales
in an unsupervised manner. Each si aggregates pixels that
are close in position and similar in features, so it can repre-
sent a local region with a specific semantic meaning. Based
on each si, a masked image is generated and passed through
CLIP’s2 image encoder to produce a feature fi. We calcu-
late the cosine similarity between fi and the embedding tj
for each attribute [att]j , and utilize a thresholding process
to establish region-attribute correspondence. Formally,

[cor]i =
[
[att]j for j ∈ [1, Na] if cos(fi, tj) > α

]
(1)

where cos refers to cosine similarity, α is a pre-defined
threshold. The obtained [cor]i contains attributes that align
with si. In this way, we get {[cor]i}Nr

i=1 from {si}Nr
i=1,

which serves as an attribute-region corresponding table that
can provide the fine-grained multi-modal reference.

Instruction Construction. We integrate the obtained class
attributes {[att]i}Na

i=1 and corresponding table {[cor]i}Nr
i=1,

and write the fine-grained in-context instruction as: The
[class] has [attributes]. For example, in [support image],
[coord]s1 is [cor]1, [coord]s2 is [cor]2..., [coord]sNr

is
[cor]Nr

. Here, [coord]si is the coordinates of si in the
format of a 16-point polygon. By using this instruction,
we provide the LLM with a reference about the attributes
of the target class and their corresponding regions in the
support image. In this way, a demonstration example can be
created that simulates how the human cognitive mechanism
recognizes the support image as a class. Using this example
as a reference, the LLM can be taught how to understand

2We use CLIP fintuned through the method in [26] to ensure high-
quality region-text alignment.
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and segment an image class in a fine-grained manner.

Expert-guide Framework for Instruction Refinement.
The above-mentioned instruction constructed by the ob-
tained attributes {[att]i}Na

i=1 and table {[cor]i}Nr
i=1 can be di-

rectly input into LLM for guidance. However, due to varia-
tions in camera angles and instances of occlusion, not every
attribute can be directly matched to a region within the sup-
port image. Thus, the obtained table {[cor]i}Nr

i=1 may con-
tain only a subset of attributes within {[att]i}Na

i=1. Unfortu-
nately, we find the combinations of these partial attributes
may be insufficient for the unambiguous recognition of the
target class. For example, the combination ‘wheels, win-
dows, doors’ can refer to ‘train’, ‘car’, and ‘bus’ inter-
changeably. Due to the ambiguous table, the instruction
may be misleading. To alleviate this issue, we propose an
expert-guide framework to refine the instruction. In this
framework, we first employ ChatGPT to identify ambigu-
ous classes of the existing table, then we extract additional
attributes that can distinguish the target class from these am-
biguous classes for refinement. As long as these additional
attributes can be aligned with local regions in the support
image, the refined table based on them will become unam-
biguous. In this way, the class representation ability and
comprehensiveness of the instruction can be improved.

Specifically, this framework generates a refined instruc-
tion through the following three steps: 1) Ambiguity De-
tection. As shown in Fig.3(b), We employ ChatGPT to
identify potential ambiguous classes in the obtained table
{[cor]i}Nr

i=1. Specifically, we denote the attributes con-
tained in {[cor]i}Nr

i=1 as [partial-attributes] and ask Chat-
GPT ‘Except for [class], which classes also have [partial-
attributes]?’3 In this way, we obtain a set of ambiguous
classes denoted as [a-classes]={[a-class]i}Nac

i=1 from Chat-
GPT’s feedback. 2) Discriminative Attributes Generation.
As shown in Fig.3(c), To avoid being misled by these am-
biguous classes, we use ‘What does [class] look different
from [a-classes]?’ as a text prompt, enabling ChatGPT to
generate attributes that are more discriminative from these
classes. The obtained attributes {[d-att]i}Nd

i=1 are added to
[attributes] for updating. 3) Table and Instruction Refine-
ment. Finally, we use these updated attributes to reper-
form Eq.1 to obtain a refined table. The updated attributes
and table are reassembled to form a refined fine-grained in-
context instruction.

We found that a single execution of the three steps al-
ready resolves ambiguities in over 85% of the instructions.
For the remaining 15% of instructions, we observe that
because the newly-acquired discriminative attributes still
couldn’t find matching regions in the support image, the
resulting table after refinement remains to be ambiguous.

3Due to space limitations, we omit the description of format control
prompts for inputting into ChatGPT. See Supp for details.

Therefore, we iteratively apply the last two steps of this
framework until the ambiguity is eradicated. To achieve
this, from the second iteration onwards, we replace the text
prompt in the discriminative attributes generation step with
‘Apart from [all-discriminative-attributes], tell me more dif-
ferences in appearance between [class] and [a-classes]’,
where [all-discriminative-attributes] refers to the discrim-
inative attributes [d-att]i obtained from all previous iter-
ations. By doing so, we enable the iterative framework
to continuously discover more discriminative attributes and
verify whether they have matched regions in the support im-
age. Eventually, when the framework successfully discov-
ers discriminative attributes [d-att]i that can be aligned with
the support image or reaches the maximum number of iter-
ations, we terminate the iteration. For efficiency, we set the
maximum number of iterations to 3, in which 96% of the
ambiguities have been entirely eradicated.
3.3. Segmentation Prediction
We integrate segmentation task instruction and fine-grained
in-context instruction to formulate the complete instruction
as shown in Fig.1. With this instruction as input, the LLM
can predict the coordinates of a 16-point polygon that sur-
rounds the target object. Finally, to rectify the imprecision
caused by the polygon representation of object edges, a re-
finement network comprising a pixel decoder and a mask
transformer is introduced to generate a refined segmenta-
tion mask by using the polygon as the initial mask. Please
see Supp for the detailed structures of this network.

3.4. Curriculum Pretraining with Pseudo Samples

Motivation. After carefully designing the model structure
and instruction format, the next challenge is how to train
LLaFS effectively to achieve high segmentation perfor-
mance. Previous work [29] has shown that the success of
instruction tuning often relies on extensive training data.
However, due to the difficulty of obtaining pixel-annotated
labels, the segmentation datasets used for training typically
contain only an insufficient number of images. To address
this issue, we propose to generate pseudo support-query
pairs and use them to pretrain the LLM. The LLM’s ability
to handle few-shot segmentation can thus be enhanced by
seeing more visual samples.

Pseudo Sample Generation. Specifically, we propose a
method to generate pseudo support-query pairs with the
following three steps: 1) Pseudo foreground-background
partition. We first use bezier curves to randomly generate
a contour within an image region. The area surrounded
by this contour is considered as the foreground within
the target class, while the regions outside the contour are
treated as the background. 2) Noise filling for pseudo
support generation. We fill the foreground with Gaussian
noise that has a random mean value. For background,
we first randomly divide it into multiple subregions to
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Support Image Support Image Support Image

Easy Tasks Difficult Tasks
: Polygon vertices that need to be predicted.: Polygon vertices provided in the instruction.

Query Image Query Image Query Image

Beginning Stage Middle Stage Final Stage

Figure 4. Examples of pseudo samples generated at different pre-
training stages. Foreground regions are marked by white contours.
As pretraining progresses, pseudo images have reduced intra-
image foreground-background differences and greater support-
query foreground differences. Meanwhile, the number of poly-
gon vertex coordinates provided in the instruction decreases, while
the predicted vertex count increases. These changes gradually in-
crease the pretraining difficulty. (Best viewed in color)

simulate the complex backgrounds in real images, then
we fill each one with a random Gaussian noise that has
a mean value distinct from the foreground’s noise. The
obtained image is used as the support image. 3) Pseudo
query generation. We use a similar approach to generate a
query image. Note that in this process, the contour and the
mean value of foreground noise are no longer completely
randomly determined but adjusted based on those used for
generating the support image. This is done to ensure that
the foreground regions of both support and query images
have similar contour shapes and internal features, so they
can reflect the same category. Please refer to Supp for the
adjustment details.

Curriculum Pretraining. The synthetic support-query
pairs can be directly used for pretraining. However, it is ob-
served that this approach will result in a slow convergence
rate. A reason for this problem is that the LLM has not been
previously trained on image data, so optimizing it to directly
grasp a complex image processing task is challenging. To
address this issue, we propose a progressive pretraining ap-
proach inspired by the success of curriculum learning [54],
in which we initiate the model’s pretraining with a simple
task and gradually increase the task’s difficulty until it ulti-
mately reaches the requirements of segmentation.

Specifically, during pretraining, we incrementally raise
the task’s difficulty from the following two aspects: 1) Im-
age understanding. During pretraining, by controlling the
difference between mean values of different filled noise,
we gradually increase the difference in foreground between

support and query, while reducing the internal difference
between foreground and background within each image.
This makes it more challenging for LLM to perform few-
shot guidance and partition foreground-background areas as
pretraining progresses. 2) Polygon generation. We observe
that generating a polygon represented by a combination of
vertex coordinates is another challenge for the LLM. There-
fore, we adopt a progressive strategy here as well. Instead
of training the model to directly predict the coordinates of
all 16 points of the polygon, we randomly provide the co-
ordinates of M points in the instruction and let the LLM
to predict the coordinates of the remaining 16 −M points.
During pretraining, we gradually decrease the value of M
from 15 to 0. This means that the model receives fewer
hints and is required to predict more vertex coordinates as
pretraining progresses. Consequently, the pretraining dif-
ficulty gradually increases, ultimately reaching the task of
predicting all 16 points for segmentation. Experimental re-
sults show that this curriculum learning approach allows the
model to converge better and achieve higher results. Please
see Supp for more technical details on how we increase the
difficulty in image understanding and polygon generation.

Ultimately, the model is trained on the realistic few-shot
segmentation dataset after completing the aforementioned
pretraining process.
4. Experiments
4.1. Implementation Details and Training Settings
We set the number of queries in the Q-former to 100 and
the threshold α in Eq.1 to 0.2. The ground truth of polygon
vertices is obtained in polar coordinates [60]. Specifically,
starting from the object center, 16 rays are uniformly emit-
ted at equal angular intervals △θ = 22.5◦. The points of
intersection between these rays and the object contour are
taken as the ground truth of the polygon vertices. More im-
plementation details about pseudo sample generation and
curriculum pretraining are presented in Supp.

The overall model is trained in three stages. In the first
stage, we freeze the LLM, pretrain the Q-former and fully-
connected layers for 100K steps using the datasets4 and
methods in Blip2 [25]. In the second stage, we freeze the Q-
former, equip the LLM with LoRA, and pretrain the fully-
connected layers, LLM and refinement network using the
pseudo-sample-based curriculum learning method for 60k
steps. In the third stage, we train the fully-connected lay-
ers, LLM and refinement network on the realistic few-shot
segmentation dataset for 25 epochs. AdamW [36] is used
as the optimizer with the cosine annealing schedule and an
initial learning rate of 0.0002. The model is trained on 16
A100 GPUs.
4.2. Comparison with State-of-the-arts
Table.1 presents the comparisons with other few-shot seg-
mentation methods on two datasets: PASCAL-5i and

4COCO is excluded from the pretraining set to avoid test data leakage.
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Dataset Method Conference
1-shot 5-shot

Fold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

PASCAL-5i

NTRENet [33] CVPR’22 65.4 72.3 59.4 59.8 63.2 66.2 72.8 61.7 62.2 65.7
BAM[23] CVPR’22 69.0 73.6 67.5 61.1 67.8 70.6 75.1 70.8 67.2 70.9
AAFormer[57] ECCV’22 69.1 73.3 59.1 59.2 65.2 72.5 74.7 62.0 61.3 67.6
SSP[8] ECCV’22 60.5 67.8 66.4 51.0 61.4 67.5 72.3 75.2 62.1 69.3
IPMT[34] NeurIPS’22 72.8 73.7 59.2 61.6 66.8 73.1 74.7 61.6 63.4 68.2
ABCNet[56] CVPR’23 68.8 73.4 62.3 59.5 66.0 71.7 74.2 65.4 67.0 69.6
HDMNet [45] CVPR’23 71.0 75.4 68.9 62.1 69.4 71.3 76.2 71.3 68.5 71.8
MIANet[64] CVPR’23 68.5 75.8 67.5 63.2 68.7 70.2 77.4 70.0 68.8 71.7
MSI[40] ICCV’23 71.0 72.5 63.8 65.9 68.5 73.0 74.2 70.5 66.6 71.1
SCCAN[62] ICCV’23 68.3 72.5 66.8 59.8 66.8 72.3 74.1 69.1 65.6 70.3
LLaFS CVPR’24 74.2 78.8 72.3 68.5 73.5 75.9 80.1 75.8 70.7 75.6

COCO-20i

NTRENet[33] CVPR’22 36.8 42.6 39.9 37.9 39.3 38.2 44.1 40.4 38.4 40.3
BAM[23] CVPR’22 43.4 50.6 47.5 43.4 46.2 49.3 54.2 51.6 49.6 51.2
SSP[8] ECCV’22 35.5 39.6 37.9 36.7 47.4 40.6 47.0 45.1 43.9 44.1
AAFormer[57] ECCV’22 39.8 44.6 40.6 41.4 41.6 42.9 50.1 45.5 49.2 46.9
MM-Former[68] NeurIPS’22 40.5 47.7 45.2 43.3 44.2 44.0 52.4 47.4 50.0 48.4
IPMT[34] NeurIPS’22 41.4 45.1 45.6 40.0 43.0 43.5 49.7 48.7 47.9 47.5
ABCNet[56] CVPR’23 42.3 46.2 46.0 42.0 44.1 45.5 51.7 52.6 46.4 49.1
HDMNet [45] CVPR’23 43.8 55.3 51.6 49.4 50.0 50.6 61.6 55.7 56.0 56.0
MIANet[64] CVPR’23 42.5 53.0 47.8 47.4 47.7 45.8 58.2 51.3 51.9 51.7
MSI[40] ICCV’23 42.4 49.2 49.4 46.1 46.8 47.1 54.9 54.1 51.9 52.0
SCCAN[62] ICCV’23 40.4 49.7 49.6 45.6 46.3 47.2 57.2 59.2 52.1 53.9
LLaFS CVPR’24 47.5 58.8 56.2 53.0 53.9 53.2 63.8 63.1 60.0 60.0

Table 1. Performance comparison with other methods on PASCAL-5i and COCO-20i.

Method mIoU

LLaFS 74.2

LLaFS w/o support images 56.9

Table 2. Effectiveness of support images.

Method mIoU

LLaFS 74.2

LLaFS w/o class attributes 70.7
LLaFS w/o region-attribute corresponding table 69.7
LLaFS w/o instruction refinement 70.6
LLaFS w/o iterative refinement 71.8

Table 3. Ablation results of fine-grained in-
context instruction.
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Figure 5. Ablation for the number of polygons’
sides.

Method mIoU

LLaFS 74.2

LLaFs w/o segmentation task instruction w/ abstract summary 67.7
LLaFS w/o fine-grained in-context instruction 67.0
LLaFS w/o refinement network 69.1
LLaFS w/o pseudo-sample-based curriculum pretraining 63.5

Table 4. Effectiveness of different components in our LLaFS.

COCO-20i. Following previous papers, we use different
folds as the test set, with the remaining folds utilized for
training. This approach yields four sets of experimental re-
sults along with their mean result. Across all datasets and
experimental settings, our method consistently outperforms
others and achieves a remarkably significant improvement
compared to previous state-of-the-art results. For instance,
on PASCAL-5i, LLaFS improves mIoUs by 4.1% and 3.8%
in the 1-shot and 5-shot settings respectively compared to
the second-ranking method. Notably, our approach still ex-
hibits great advantages on the more complex and challeng-
ing COCO-20i dataset, with increases of 3.9% and 4.0%
in the 1-shot and 5-shot settings respectively. This could
be attributed to the rich prior knowledge embedded in the
LLM and our carefully designed instructions, which enable
the models to handle complex images effectively and ro-
bustly. These results demonstrate the outstanding perfor-
mance of our method and highlight the huge potentiality of
using LLMs for tackling few-shot segmentation tasks.

4.3. Ablation Study
Using the 1-shot setting of the PASCAL-5i dataset, we per-
form several ablation studies to evaluate different compo-
nents and designs in our method. More ablation studies are
presented in Supp.
Effectiveness of Different Components We validate the

effectiveness of key components in our method, including
(1) the segmentation task instruction, (2) fine-grained in-
context instruction, (3) the refinement network, and (4) the
pseudo-sample-based curriculum pretraining. Experimen-
tal results are presented in Table.4. Replacing the detailed
segmentation task introduction with an abstract summary
‘perform image segmentation’ decreases mIoU by 6.5%.
Not using the other components individually decreases the
mIoU by 7.2%, 5.1%, and 10.7%, respectively. These re-
sults demonstrate the importance and effectiveness of each
component in our approach.
Effectiveness of Support Images. In the instruction, the
annotated support images provide the LLM with crucial vi-
sual guidance. As shown in Table.2, if we do not use the
support image as a demonstration example, mIoU decreases
by 17.3%. This highlights the importance of the support
image as a few-shot sample in our approach, demonstrating
that our LLsFS benefits not solely from LLM’s prior knowl-
edge in an open-vocabulary manner but indeed gains further
improvement from the provided few-shot samples.
Number of Polygon’s Sides. In the segmentation task in-
struction, we represent the segmentation output mask as a
region enclosed by a 16-point polygon. We find that the
number M of sides in the polygon is also a factor affecting
the model’s performance. Therefore, we test the relation-
ship between mIoU and M and present the results in Fig.5.
We observe that when M is small, the model’s performance
is suboptimal. This is because polygons with a smaller
number of sides cannot accurately describe object edges.
As M increases, the mIoU gradually improves. However,
when M exceeds 16, we observe a slight decrease in per-
formance. This could be because a larger M increases the
task’s complexity for LLM to tackle. Based on the results,
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Method mIoU

LLaFS 74.2

LLaFS w/o pseudo samples 63.5
LLaFS w/o curriculum strategy 67.3
LLaFS w/ random pseudo query generation 63.9

Table 5. Ablation of pseudo-sample-based curriculum pretraining.

(a) Pretraining Loss Curve (b) Training Loss Curve
Figure 6. Pretraining (a) and training (b) loss curves in different
settings. Curriculum pretraining results in the best convergence in
both pretraining and training stages. (Best viewed in color)

we chose M = 16 as our setting.
Ablation of Fine-grained In-context Instruction. Table.3
presents the evaluation of different components and de-
signs in our fine-grained in-context instruction, including
(1) class attributes, (2) attribute-region corresponding table,
(3) expert-guide framework for instruction refinement, and
(4) iterative refinement. We observe that when these com-
ponents are removed, mIoU decreases by 3.5%, 4.5%, 3.6%
and 2.4%, respectively. These results demonstrate the ratio-
nality of our designs in this instruction and their effective-
ness in improving performance.
Ablation of Pseudo-sample-based Curriculum Pretrain-
ing. We further evaluate the key techniques in our pseudo-
sample-based curriculum pretraining mechanism and the re-
sults are presented in Table.5. (1) When we do not employ
pseudo-samples for pretraining, mIoU decreases by 10.7%.
(2) Removing the curriculum training strategy that gradu-
ally increases the training task difficulty reduces mIoU by
6.9%. (3) When generating pseudo support-query samples,
to ensure that the support and query can reflect the same
category, the contour and the mean value of foreground
noise used to generate the query image are adjusted based
on those used for generating the support image. When this
strategy is not employed and random generation is used in-
stead, mIoU decreases by 10.3%. These results demonstrate
the effectiveness of our method’s designs.

4.4. Loss Curves
In Fig.6, we present the loss curves during the pretraining
and training stages. We observe from Fig.6(a) that with-
out the use of curriculum learning, the pretraining task be-
comes excessively challenging, which causes the model op-
timization to quickly reach a bottleneck with difficulties in
convergence. After using our curriculum learning mecha-
nism, the model achieves significantly better convergence.
Furthermore, in Fig.6(b), we compare the loss reduction
during the training stage when using curriculum pretrain-

Image Ground Truth Refinement ResultsLLM Output
Figure 7. Visualization of segmentation results.

ing, non-curriculum pretraining, and not using pretraining.
The model without pretraining converges the slowest, while
the model with curriculum pretraining converges the fastest
during the training stage. These results demonstrate the
effectiveness of our curriculum-learning-based pretraining
approach in enhancing the model’s convergence speed.

4.5. Visualization
In Fig.7, we present visual samples of the segmentation re-
sults from LLaFS, including the image, ground truth, the
LLM output, and the results after refinement. It can be ob-
served that the polygons output by LLM already achieve
good segmentation performance, and the results after re-
finement are more accurate, particularly in the object’s edge
regions. It is worth noting that, as shown in the third row
of Fig.7, our method still achieves high-performance seg-
mentation when there are more than one target object in the
image. These results demonstrate the excellent performance
of LLaFS.

5. Conclusion
This paper proposes LLaFS, a novel framework that for the
first time, leverages large language models (LLMs) to ad-
dress few-shot segmentation in an end-to-end manner. To
enable LLMs to perform this visual task, we introduce a
segmentation task instruction to provide detailed task def-
initions, and propose a fine-grained in-context instruction
to simulate human cognitive mechanisms and provide re-
fined multimodal reference information. We also propose
a pseudo-sample-based curriculum pretraining mechanism
to augment the training samples required for instruction
tuning. Our extensive experiments demonstrate the effec-
tiveness of LLaFS, which achieves significantly superior
state-of-the-art results across multiple datasets and settings.
We consider LLaFS as an important exploration towards
an LLM framework capable of addressing few-shot tasks
in different modalities beyond natural language processing.
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Tal Remez, Jérémy Rapin, et al. Code llama: Open foun-
dation models for code. arXiv preprint arXiv:2308.12950,
2023. 2

[47] Mennatullah Siam, Boris N Oreshkin, and Martin Jagersand.
Amp: Adaptive masked proxies for few-shot segmentation.
In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pages 5249–5258, 2019. 2

[48] Yixuan Su, Tian Lan, Huayang Li, Jialu Xu, Yan Wang, and
Deng Cai. Pandagpt: One model to instruction-follow them
all. arXiv preprint arXiv:2305.16355, 2023. 2

[49] Zhuotao Tian, Hengshuang Zhao, Michelle Shu, Zhicheng
Yang, Ruiyu Li, and Jiaya Jia. Prior guided feature enrich-
ment network for few-shot segmentation. IEEE transactions
on pattern analysis and machine intelligence, 44(2):1050–
1065, 2020. 1

[50] Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix, Baptiste
Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al.
Llama: Open and efficient foundation language models.
arXiv preprint arXiv:2302.13971, 2023. 1, 2

[51] Jasper RR Uijlings, Koen EA Van De Sande, Theo Gev-
ers, and Arnold WM Smeulders. Selective search for ob-
ject recognition. International journal of computer vision,
104:154–171, 2013. 4

[52] Kaixin Wang, Jun Hao Liew, Yingtian Zou, Daquan Zhou,
and Jiashi Feng. Panet: Few-shot image semantic seg-
mentation with prototype alignment. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 9197–9206, 2019. 2

3074



[53] Wenhai Wang, Zhe Chen, Xiaokang Chen, Jiannan Wu,
Xizhou Zhu, Gang Zeng, Ping Luo, Tong Lu, Jie Zhou, Yu
Qiao, et al. Visionllm: Large language model is also an
open-ended decoder for vision-centric tasks. arXiv preprint
arXiv:2305.11175, 2023. 2, 3

[54] Xin Wang, Yudong Chen, and Wenwu Zhu. A survey on
curriculum learning. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 44(9):4555–4576, 2021. 6

[55] Yan Wang, Jian Cheng, Yixin Chen, Shuai Shao, Lanyun
Zhu, Zhenzhou Wu, Tao Liu, and Haogang Zhu. Fvp:
Fourier visual prompting for source-free unsupervised do-
main adaptation of medical image segmentation. arXiv
preprint arXiv:2304.13672, 2023. 2

[56] Yuan Wang, Rui Sun, and Tianzhu Zhang. Rethinking the
correlation in few-shot segmentation: A buoys view. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 7183–7192, 2023. 1, 7

[57] Yuan Wang, Rui Sun, Zhe Zhang, and Tianzhu Zhang. Adap-
tive agent transformer for few-shot segmentation. In Com-
puter Vision–ECCV 2022: 17th European Conference, Tel
Aviv, Israel, October 23–27, 2022, Proceedings, Part XXIX,
pages 36–52. Springer, 2022. 7

[58] Zhen Wang, Rameswar Panda, Leonid Karlinsky, Rogerio
Feris, Huan Sun, and Yoon Kim. Multitask prompt tun-
ing enables parameter-efficient transfer learning. In Inter-
national Conference on Learning Representations, 2022. 2

[59] Edward J Wisniewski and Bradley C Love. Relations versus
properties in conceptual combination. Journal of memory
and language, 38(2):177–202, 1998. 3

[60] Enze Xie, Peize Sun, Xiaoge Song, Wenhai Wang, Xuebo
Liu, Ding Liang, Chunhua Shen, and Ping Luo. Polarmask:
Single shot instance segmentation with polar representation.
In Proceedings of the IEEE/CVF conference on computer vi-
sion and pattern recognition, pages 12193–12202, 2020. 6

[61] Enze Xie, Wenhai Wang, Zhiding Yu, Anima Anandkumar,
Jose M Alvarez, and Ping Luo. Segformer: Simple and
efficient design for semantic segmentation with transform-
ers. Advances in Neural Information Processing Systems,
34:12077–12090, 2021. 1, 2

[62] Qianxiong Xu, Wenting Zhao, Guosheng Lin, and Cheng
Long. Self-calibrated cross attention network for few-shot
segmentation. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, 2023. 1, 7

[63] Lihe Yang, Wei Zhuo, Lei Qi, Yinghuan Shi, and Yang Gao.
Mining latent classes for few-shot segmentation. In Proceed-
ings of the IEEE/CVF International Conference on Com-
puter Vision, pages 8721–8730, 2021. 2

[64] Yong Yang, Qiong Chen, Yuan Feng, and Tianlin Huang.
Mianet: Aggregating unbiased instance and general informa-
tion for few-shot semantic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 7131–7140, 2023. 1, 2, 7

[65] Ying Zang, Chenglong Fu, Runlong Cao, Didi Zhu, Min
Zhang, Wenjun Hu, Lanyun Zhu, and Tianrun Chen.
Resmatch: Referring expression segmentation in a semi-
supervised manner. arXiv preprint arXiv:2402.05589, 2024.
2

[66] Chi Zhang, Guosheng Lin, Fayao Liu, Jiushuang Guo,
Qingyao Wu, and Rui Yao. Pyramid graph networks with

connection attentions for region-based one-shot semantic
segmentation. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 9587–9595,
2019. 1

[67] Chi Zhang, Guosheng Lin, Fayao Liu, Rui Yao, and Chunhua
Shen. Canet: Class-agnostic segmentation networks with it-
erative refinement and attentive few-shot learning. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 5217–5226, 2019. 1

[68] Gengwei Zhang, Shant Navasardyan, Ling Chen, Yao Zhao,
Yunchao Wei, Honghui Shi, et al. Mask matching trans-
former for few-shot segmentation. Advances in Neural In-
formation Processing Systems, 35:823–836, 2022. 7

[69] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang
Wang, and Jiaya Jia. Pyramid scene parsing network. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 2881–2890, 2017. 1

[70] Wayne Xin Zhao, Kun Zhou, Junyi Li, Tianyi Tang, Xiaolei
Wang, Yupeng Hou, Yingqian Min, Beichen Zhang, Junjie
Zhang, Zican Dong, et al. A survey of large language mod-
els. arXiv preprint arXiv:2303.18223, 2023. 1

[71] Lanyun Zhu, Tianrun Chen, Jianxiong Yin, Simon See, and
Jun Liu. Continual semantic segmentation with automatic
memory sample selection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 3082–3092, June 2023. 1

[72] Lanyun Zhu, Tianrun Chen, Jianxiong Yin, Simon See, and
Jun Liu. Learning gabor texture features for fine-grained
recognition. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 1621–1631, 2023. 1

[73] Lanyun Zhu, Deyi Ji, Tianrun Chen, Peng Xu, Jieping Ye,
and Jun Liu. Ibd: Alleviating hallucinations in large vision-
language models via image-biased decoding. arXiv preprint
arXiv:2402.18476, 2024. 1

[74] Lanyun Zhu, Deyi Ji, Shiping Zhu, Weihao Gan, Wei Wu,
and Junjie Yan. Learning statistical texture for semantic
segmentation. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 12537–
12546, 2021. 2

3075


	. Introduction
	. Related Work
	. Method
	. Overview
	. Instruction
	Segmentation Task Instruction
	Fine-grained In-context Instruction

	. Segmentation Prediction
	. Curriculum Pretraining with Pseudo Samples

	. Experiments
	. Implementation Details and Training Settings
	. Comparison with State-of-the-arts
	. Ablation Study
	. Loss Curves
	. Visualization

	. Conclusion

