
Task-aligned Part-aware Panoptic Segmentation
through Joint Object-Part Representations

Daan de Geus Gijs Dubbelman
Eindhoven University of Technology
{d.c.d.geus, g.dubbelman}@tue.nl

Abstract

Part-aware panoptic segmentation (PPS) requires (a)
that each foreground object and background region in an
image is segmented and classified, and (b) that all parts
within foreground objects are segmented, classified and
linked to their parent object. Existing methods approach
PPS by separately conducting object-level and part-level
segmentation. However, their part-level predictions are not
linked to individual parent objects. Therefore, their learn-
ing objective is not aligned with the PPS task objective,
which harms the PPS performance. To solve this, and make
more accurate PPS predictions, we propose Task-Aligned
Part-aware Panoptic Segmentation (TAPPS). This method
uses a set of shared queries to jointly predict (a) object-
level segments, and (b) the part-level segments within those
same objects. As a result, TAPPS learns to predict part-
level segments that are linked to individual parent objects,
aligning the learning objective with the task objective, and
allowing TAPPS to leverage joint object-part representa-
tions. With experiments, we show that TAPPS considerably
outperforms methods that predict objects and parts sepa-
rately, and achieves new state-of-the-art PPS results.

1. Introduction

To fully understand what is depicted in an image, it is im-
portant to consider concepts at different levels of abstrac-
tion. For rich scene understanding, we should not only
recognize foreground objects (e.g., car, human) and back-
ground regions (e.g., sky, ocean), but also simultaneously
identify the parts that constitute the objects (e.g., car-wheel,
human-arm). In a step towards such comprehensive scene
understanding, De Geus et al. introduced part-aware panop-
tic segmentation (PPS) [5]. The objective of this computer
vision task is (1) to output a segmentation mask and class
label for all thing objects and stuff regions in an image like
for panoptic segmentation [13] – we call these object-level
segments – and (2) to simultaneously segment and classify
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Figure 1. Task-aligned part-aware panoptic segmentation.
(a) Existing works separately predict object-level segments and
object-instance-unaware part-level segments. (b) In this work, we
predict objects and parts jointly, using a set of shared queries. This
allows our method to predict parts within individual object seg-
ments, aligning its learning objective with the PPS task objective.

all parts within each identified object. These are called part-
level segments and should be explicitly linked to an object-
level segment, establishing a part-whole relation.

Current state-of-the-art methods [18, 19] address PPS by
using two different sets of learnable queries to separately
predict object-level and part-level segments, see Fig. 1a.
While these methods outperform earlier baselines [5], they
have one main limitation: their learning objective is not
aligned with the task objective. Where the PPS task ob-
jective is to predict parts within each individual object-level
segment, these existing works conduct part-level semantic
segmentation, predicting part-level masks that cover mul-
tiple objects (see Fig. 1a). In other words, these networks
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are not optimized for the PPS task, but instead solve the
surrogate subtasks of object-level panoptic segmentation
and part-level semantic segmentation. As a result, to as-
sign parts to individual objects, these methods require post-
processing. Additionally, we hypothesize that there are sev-
eral other negative consequences: (1) These networks learn
a conflicting feature representation. They learn that object-
level thing instances should be separated, but also that the
parts of these object-level instances should be grouped to-
gether. We expect that this harms the ability of the net-
works to separate instances. (2) Predicting objects and
parts separately may cause incompatible predictions (e.g.,
a car-window part with a bicycle object), which makes it
unclear which prediction to trust, and requires further post-
processing. (3) The networks encode information about ob-
jects and their parts separately, whereas this information is
potentially complementary. See Sec. 3.2.2 for more details
on these limitations.

In this work, we aim to design a simple network for
PPS that overcomes these limitations and thereby makes
more accurate PPS predictions. To achieve this, we pro-
pose the Task-Aligned Part-aware Panoptic Segmentation
(TAPPS) method. Instead of using separate queries for ob-
jects and parts, TAPPS uses one set of shared queries to
jointly represent objects and the parts they contain. Specif-
ically, each of these queries learns to represent at most one
object-level segment, for which it predicts (1) a segmenta-
tion mask and object-level class, and (2) the segmentation
masks and classes for all part-level segments within this ob-
ject. This is visualized in Fig. 1b and explained in Sec. 3.

With this approach, TAPPS explicitly predicts part-level
segments per individual object. Therefore, the network’s
learning objective is now aligned with the PPS task objec-
tive, and TAPPS is directly optimized for the PPS task. As a
result, both object- and part-level segmentation are learned
in an ‘object-instance-aware’ manner. This removes the
conflict in the learned feature representations, allowing for
better instance separability. Additionally, we hypothesize
that predicting objects and parts from the same query re-
duces incompatibilities between object and part predictions,
as they are made using the same information. Moreover, we
use TAPPS to go even further, and explicitly only predict
part segments compatible with predicted object segments.
This enforces full object-part compatibility and simplifies
the part segmentation task. Finally, the network can now
encode complementary object-level and part-level informa-
tion in a shared query, giving it a richer representation for
making object- and part-level segmentation predictions.

With experiments, detailed in Sec. 4, we show that
TAPPS outperforms the baseline with separate object and
part queries in multiple aspects: (1) The part segmenta-
tion quality within identified objects is significantly better,
which shows the positive impact of using joint object-part

representations and simplifying the part segmentation task.
(2) The object instance segmentation performance is con-
siderably improved, demonstrating the benefits of learning
parts in an object-instance-aware manner. Together, this
yields a large overall improvement with respect to the base-
line, and causes TAPPS to considerably outperform existing
works across different benchmarks, achieving new state-of-
the-art results. See Sec. 5 for more extensive results.

To summarize, we make the following contributions:
• We propose TAPPS, a simple approach for PPS that aligns

the learning objective with the task objective, facilitating
object instance separability and enabling joint object-part
representations for more accurate PPS predictions.

• We use the shared object-part queries to constrain TAPPS
to only predict part segments that are compatible with the
object class, enforcing object-part compatibility and sim-
plifying the part segmentation task.

• We experimentally show the effectiveness of TAPPS
across a range of datasets and network configurations.

The code for TAPPS is made publicly available through
https://tue-mps.github.io/tapps/.

2. Related work

Part-aware panoptic segmentation. Part-aware panop-
tic segmentation [5] is an image segmentation task intro-
duced for scene understanding at multiple abstraction lev-
els. It extends panoptic segmentation [13] by requiring
(a) object-level panoptic segmentation, and (b) part-level
segmentation within object-level segments. Most existing
works do not predict parts per object-level segment, but in-
stead make separate predictions for panoptic segmentation
and the surrogate task of part-level semantic segmentation
– or part segmentation [10, 18, 19]. JPPF [10] proposes
a single-network approach with a shared encoder followed
by separate heads for semantic, instance, and part segmen-
tation. To merge the predictions by these heads to the PPS
format, JPPF proposes a new rule-based fusion strategy that
outperforms the originally introduced merging strategy for
PPS [5]. Panoptic-PartFormer and its extension Panoptic-
PartFormer++ [18, 19] tackle PPS with a Transformer-
based approach that independently makes panoptic segmen-
tation and part segmentation predictions using separate sets
of learnable queries for thing, stuff and part segments. Al-
ternatively, ViRReq [39] is a paradigm in which PPS is pre-
dicted in a cascading fashion, by first segmenting objects
and then segmenting the parts within these objects ‘by re-
quest’, but it requires multiple networks to achieve this.

In contrast to these existing approaches, we propose a
method that jointly predicts object-level segments and the
part-level segments within these objects. This aligns the
learning objective with the task objective, and yields im-
proved PPS performance. For more details, see Sec. 3.
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Part-level image segmentation. Part-level segmentation
is also widely studied beyond PPS. Most works address part
segmentation, i.e., semantic segmentation for parts [7, 8,
14–17, 20, 23, 27, 32, 34, 35, 37, 42, 43, 51, 52]. For
more complete scene understanding, other works also take
into account object instances, like PPS does, with instance-
aware part segmentation [16, 30, 32, 46–49]. However,
these works do not consider background stuff classes, which
PPS does consider. Alternatively, UPerNet [44] separately
predicts part-level and object-level semantic segmentation,
including background classes, but without any instance
awareness. Another work has extended PPS by also pre-
dicting the relations between objects [31], training a model
on annotations from different datasets. In this work, we ad-
dress the PPS task as introduced by De Geus et al. [5], and
we compare our approach to state-of-the-art alternatives.

3. Method

3.1. PPS task definition

Part-aware panoptic segmentation (PPS) [5] requires con-
sistent image segmentation across two abstraction levels:
the object level and part level. For object-level segmen-
tation, following panoptic segmentation [13], an image
should be divided into N object-level segments, where N
varies per image. Each segment si consists of a binary mask
Mobj

i and an object class label cobj
i . Thing classes require a

segment per object instance, and stuff classes require a sin-
gle segment per class. Next, per segment si, PPS requires a
set of Ki part-level segments. Each part-level segment spt

i,j

consists of a binary part-level mask Mpt
i,j and a part-level

class cpt
i,j that are compatible with the object-level mask and

class. Specifically, the part-level mask must be a subset of
the object-level mask, and the part-level class should be one
of the part-level classes defined for the object-level class.
For instance, if cobj

i is car, then cpt
i,j cannot be human-head

but it can be car-window. For all parts, a single part-level
segment is required for each part class within an object.

To summarize, each image should be divided into a set
of segments S = {si}Ni=1 = {(Mobj

i , cobj
i ,Pi)}Ni=1, where

Pi = {spt
i,j}

Ki
j=1 = {(Mpt

i,j , c
pt
i,j)}

Ki
j=1 is a set of part-level

segments compatible with the object-level segment in si. In
practice, part-level classes are only defined for some object-
level classes. When segment si has an object class that does
not have parts, then Ki = 0 and si = (Mobj

i , cobj
i ).

3.2. Preliminaries

Like existing state-of-the-art PPS approaches [18, 19],
our work uses the powerful mask classification meta-
architecture that is the foundation of many state-of-the-art
segmentation models [2, 3, 11, 41, 50]. Here, we first
explain this mask classification paradigm in more detail.

Then, we explain how existing works use it for PPS, and
what the limitations are of these approaches.

3.2.1 Mask classification framework

The concept of mask classification is to predict a set of
N q object-level segments, i.e., a set of N q pixel-level
masks M̂obj and corresponding class labels ĉobj. To make
these predictions, mask classification networks output two
components: high-resolution features F ∈ RE×H×W and
queries Q ∈ RN q×E , where H and W are the height
and width of the features, and E is the feature and query
dimensionality. Each of the N q queries is used to pre-
dict the class label and segmentation mask of at most one
object-level segment. The class predictions are a function
of only the queries, and the mask predictions are a func-
tion of both the queries Q and the high-resolution features
F. To output these high-resolution features, the input image
is first fed into a backbone to extract multi-scale features,
e.g., ResNet [9] or Swin [24]. Subsequently, these fea-
tures are further refined and upsampled to high-resolution
features by a pixel decoder, e.g., Semantic FPN [12, 22].
In the other part of the network, the queries Q are gen-
erated by processing learnable queries Q0 using a trans-
former decoder, which applies self-attention across queries
and cross-attention with image features. Through bipartite
matching between N q predicted and N ground-truth seg-
ments, each query is assigned to at most one ground-truth
segment. As N q is not always equal to N , some queries
may not be assigned to a ground-truth segment. If so, they
do not receive any supervision for segmentation, and will
learn a ‘no object’ class. In this work, we build upon the
Mask2Former [3] instantiation of this meta-architecture.

3.2.2 Mask classification for PPS

With the aforementioned meta-architecture, we can conduct
object-level segmentation, and thereby solve one aspect of
the PPS task definition. To solve the full task, the object-
level segments should also be further segmented into parts.

Current state-of-the-art approaches [18, 19] achieve this
by introducing an additional set of queries, the part-level
queries depicted in Fig. 1a. Each of these part-level queries
learns to represent a part-level segment. However, in con-
trast to the PPS task definition, these part-level segments
are not explicitly linked to an object-level segment. In-
stead, these part-level segments represent an entire part-
level class, i.e., their masks contain all pixels belonging to
one part-level class across multiple object segments.

This means that the learning objective of these networks
is not aligned with the PPS task objective. As a result, they
are not directly optimized for PPS, but instead for two sur-
rogate tasks: object-level panoptic segmentation and part-
level semantic segmentation. In addition to necessitating
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Figure 2. Network architecture. Left: The overall TAPPS architecture. A set of learnable queries and features from a backbone are fed
into a pixel decoder and transformer decoder to generate high-resolution features and processed queries. Right: These queries and features
are fed into the JOPS head, which predicts for each shared query (a) an object-level class, (b) an object-level segmentation mask, and (c) a
set of part-level masks for the part-level classes compatible with the object-level class. Operator ⊗ denotes a matrix multiplication.

post-processing, we hypothesize that this has several neg-
ative consequences: (1) By learning parts in an ‘object-
instance-unaware’ manner, the network learns conflicting
representations in the features, F. On the one hand, dif-
ferent thing instances belong to different object-level seg-
ments, requiring distinct features. On the other hand, the
parts of these instances belong to the same part-level seg-
ment, requiring similar features. We hypothesize that this
conflict harms the ability of the network to learn to separate
object-level thing instances. (2) Separately predicting ob-
jects and parts in this way may also cause incompatible pre-
dictions. These incompatibilities make it unclear for down-
stream processes which prediction to trust. To obtain pre-
dictions compliant with the PPS definition, rule-based post-
processing is required, which discards incompatible predic-
tions [5]. This is undesired because the discarded infor-
mation is potentially correct. (3) By representing object-
and part-level information with separate queries, the net-
work cannot encode complementary information about an
individual object and its parts, which it could use to make
more informed predictions at these abstraction levels.

3.3. Task-aligned PPS

To overcome the limitations of state-of-the-art methods and
achieve a better PPS performance, the objective of this work
is to design a simple PPS approach that uses the powerful
mask classification framework, but that aligns its learning
objective with the PPS task objective, and explicitly predicts
part-level segments within individual objects. To achieve
this, we should (a) generate a unique query for each object-
part combination, i.e., for each part-level segment within an
object-level segment, and (b) explicitly link these part-level
segments to their parent objects, as PPS requires. To ac-
complish this, we propose Task-Aligned Part-aware Panop-
tic Segmentation (TAPPS), a method that jointly represents

object-level segments and their parts with a set of shared
queries, and generates ‘per-object’ part queries from each
shared query. Each of these queries can then be used to pre-
dict one part-level segment within an object-level segment,
and is automatically linked to its parent object segment.

3.3.1 Overall architecture

In Fig. 2, we visualize the network architecture of TAPPS.
First, we initialize a set of N q learnable queries, Q0 ∈
RN q×E . Each of these queries learns to represent one
object-level segment, but also the part-level segments be-
longing to this object (e.g., car3 and also car3-wheels, car3-
windows, etc.). Following the mask classification frame-
work described in Sec. 3.2, these learnable queries Q0 and
the features from a backbone are fed into a decoder, which
generates a set of processed queries Q and high-resolution
features F. Subsequently, these processed queries and fea-
tures enter the Joint Object and Part Segmentation (JOPS)
head. For each query Qi ∈ RE , this head predicts (a) an
object-level class, (b) an object-level segmentation mask,
and (c) a set of part-level segmentation masks and classes
for the parts within this object-level segment.

With this approach, we solve the limitations of existing
works. Following the PPS task definition, we predict part-
level segments per individual object-level segment. (1) As
a result, we learn object-instance-aware representations for
both parts and objects, improving the ability of the network
to separate instances. (2) By predicting objects and parts
jointly, the compatibility between both sets of predictions
greatly improves. Moreover, in the JOPS head, we ensure
that we only predict compatible parts, ensuring full object-
part compatibility (see Sec. 3.3.2). (3) The joint object-part
representations allow the network to fully leverage the com-
plementary information from both abstraction levels.
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3.3.2 JOPS head

Within the JOPS head, we predict an object-level seg-
ment and compatible part-level segments for each shared
query. For the object-level predictions, we follow
Mask2Former [3]: (1) For the object-level class, we feed
each processed query Qi through a single fully connected
layer to predict a score for each possible class, and obtain
the predicted class ĉobj

i by picking the highest-scoring class.
(2) For the object-level mask, we feed the query Qi through
a 3-layer MLP and generate a mask by taking the product
of the resulting mask queries Qm

i and the features F, and
applying a sigmoid activation, yielding M̂obj

i ∈ [0, 1]
H×W .

To predict part-level segments using the same features
F, we need to generate queries for each part class within
an object-level segment. To do so, we first apply an MLP
to each query Qi to adapt it for part-level segmentation,
and then apply N pc different fully-connected layers, where
N pc is the total number of part-level classes in the dataset.
This results in Qpt

i ∈ RN pc×E , a set of ‘per-object’ part-
level queries, where each query always corresponds to a
fixed, predetermined part class. We could then take the
product of Qpt

i and the features F to generate a segmen-
tation mask for all part-level classes. However, we already
have an object-level class prediction for each query, and we
know that only a subset of all N pc part classes is compatible
with a certain object class. Therefore, we propose to only
predict and supervise part-level masks for those compati-
ble part-level classes. This simplifies the part segmentation
task that the network needs to learn, as it no longer has to
learn to predict ‘empty’ segmentation masks for incompati-
ble part classes. Concretely, as visualized in Fig. 2, we iden-
tify the object-level class ĉobj

i for each query Qi, and keep
only the part-level queries Qpt,c

i ∈ RN c×E that correspond
to the N c part classes that are compatible with the object-
level class. Then, we compute the product of these remain-
ing queries Qpt,c

i and the features F, and apply a sigmoid
activation to generate compatible part segmentation masks
M̂pt

i ∈ [0, 1]
N c×H×W . As each per-object part query corre-

sponds to a fixed part class, we also know the part classes
ĉpt
i . Note that the number N c depends on the object-level

class and will therefore vary per query Qi.

3.3.3 Training

To assign each query to at most one ground-truth object-
level segment with corresponding part-level segments dur-
ing training, we apply bipartite matching based on the pre-
dicted and ground-truth object-level classes and masks.

To supervise the object-level segments, we use the cross-
entropy loss for the classes, and both the Dice [28] and
cross-entropy loss for the segmentation masks. Together,
these losses form the object-level loss Lobj. For the part-
level segmentation masks, we also use the Dice and cross-

entropy loss, together forming part-level loss Lpt. We bal-
ance the losses with weights λobj and λpt to calculate the
total loss

L = λobjLobj + λptLpt. (1)

We find that using λobj = λpt = 1 provides the best balance;
see the supplementary material for more details.

4. Experimental setup
Datasets. We use the two PPS benchmarks for evaluation.

Cityscapes Panoptic Parts (Cityscapes-PP) [5] extends
the original Cityscapes dataset [4] with part-level labels. It
consists of street scene images from several cities. It has
labels for 19 object classes (11 stuff; 8 thing). Part classes
are defined and labeled for 5 object-level thing classes; there
are 23 part classes in total. We train on the train split (2975
images), and evaluate on the val split (500 images).

Pascal Panoptic Parts (Pascal-PP) [5], which combines
existing labels for Pascal VOC [1, 6, 29], consists of a
wide range of scenes and classes. There are 59 object-level
classes (39 stuff; 20 thing), and part-level classes are de-
fined for 15 thing classes. Unless otherwise indicated, we
use the default part class definition with 57 part classes in
total [5]. To evaluate a more challenging setting, we ad-
ditionally evaluate on Pascal-PP-107, which uses the 107
non-background classes from the Pascal-Part-108 definition
introduced by Michieli et al. [27] for part segmentation. For
both class definitions, we train on the training split (4998
images), and evaluate on the validation split (5105 images).

Baseline. Our baseline is a version of TAPPS that uses
the same network architecture, but uses a separate set of
100 additional queries for part-level segmentation (see also
Fig. 1a). Comparing the results of the baseline in Tab. 1 to
existing methods in Tab. 2, we find that our baseline out-
performs state-of-the-art approaches that also use separate
part-level queries [18, 19], indicating that it is a strong base-
line. See the supplementary material for more details.

Evaluation metrics. The part-aware panoptic segmenta-
tion performance is evaluated using the default Part-aware
Panoptic Quality (PartPQ) metric [5]. It captures both the
ability to recognize and segment object-level segments (i.e.,
stuff regions and thing instances), and the ability to further
segment the identified object-level segments into part-level
masks. The PartPQ per object-level class c is given by

PartPQc =

∑
(p,g)∈TPc

IoUp(p, g)

|TPc|+ 1
2 |FPc|+ 1

2 |FNc|
, (2)

where TPc, FPc, and FNc are the sets of true positive, false
positive and false negative segments, respectively. A pair
of predicted and ground-truth segments (p, g) of the same
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Method
PartPQ PartSQ PQ

Pt No pt All Pt Th St All

ImageNet pre-training

Baseline 55.2 38.8 42.9 71.5 62.0 37.3 45.7
TAPPS (ours) 59.6 39.4 44.6 74.3 65.6 37.6 47.1

COCO pre-training

Baseline 64.8 49.9 53.7 73.1 74.8 48.1 57.1
TAPPS (ours) 67.2 50.4 54.7 75.1 75.7 48.5 57.7

(a) Pascal-PP validation [1, 5, 6, 29].

Method
PartPQ PartSQ PQ

Pt No pt All Pt Th St All

ImageNet pre-training

Baseline 46.6 62.6 58.4 66.1 53.8 67.1 61.5
TAPPS (ours) 48.7 63.1 59.3 66.8 55.6 67.3 62.4

COCO pre-training

Baseline 48.2 64.8 60.4 66.7 56.1 69.0 63.6
TAPPS (ours) 48.9 65.7 61.3 66.9 57.2 69.7 64.4

(b) Cityscapes-PP val [4, 5].

Table 1. Main results. We compare TAPPS to a strong baseline that uses separate sets of queries to predict object- and part-level segments,
instead of predicting object- and part-level segments jointly like TAPPS (see Sec. 4).

class c is part of TPc if the Intersection-over-Union (IoU)
of their object-level masks is larger than 0.5. If a ground-
truth segment is not identified, it is part of FNc; if a predic-
tion is incorrect, it is part of FPc. The IoUp term captures
the segmentation performance within identified object-level
segments. For object-level classes for which part classes
are defined, it calculates the part-level mIoU. Otherwise, it
uses the object-level IoU. We report the mean PartPQ over
all classes, but also separately for object-level classes with
parts (PartPQPt) and without parts (PartPQNoPt).

To individually assess the ability of methods to conduct
part-level segmentation within identified objects, we report
the Part Segmentation Quality for object-level classes that
have parts, PartSQPt. Following De Geus et al. [5], per
object-level class c, the PartSQPt calculates the average part
segmentation mIoU within object-level segments:

PartSQPt
c =

∑
(p,g)∈TPc

IoUp(p, g)

|TPc|
. (3)

To evaluate the ability of networks to conduct object-
level panoptic segmentation, we report the Panoptic Qual-
ity (PQ) metric [13]. Similarly to the PartPQ, we report the
average PQ over all classes, but also over all thing classes
(PQTh) and stuff classes (PQSt) separately.

Implementation details. TAPPS is built on top of the
publicly available code of state-of-the-art panoptic segmen-
tation network Mask2Former [3]. For all datasets, we use a
batch size of 16 images, and train on 4 Nvidia A100 GPUs.
To optimize TAPPS, we use AdamW [26], a weight decay
of 0.05, and a polynomial learning rate decay schedule with
an initial learning rate of 10−4 and a power of 0.9. For
Cityscapes-PP, we train for 90k iterations and apply con-
ventional data augmentation steps [3, 18]: random flip, ran-
dom resize with a factor between 0.5 and 2.0, and finally a
random crop of 512×1024 pixels. For Pascal-PP, we train
for 60k iterations in case of ImageNet pre-training, but for
only 10k iterations in case of COCO pre-training, to prevent
overfitting. Following state-of-the-art panoptic segmenta-

tion implementations on COCO [3, 21], we apply large-
scale jittering with a scale between 0.1 and 2.0 followed
by a random crop of 1024×1024 pixels. During inference,
we resize the image such that the shortest side is 800 pix-
els. Note that we use exactly the same training and testing
settings for both TAPPS and the baseline. For more imple-
mentation details, see the supplementary material.

5. Results
5.1. Main results

First, we compare TAPPS to the strong baseline that uses
separate sets of queries for object-level panoptic segmenta-
tion and part-level semantic segmentation (see Sec. 4). The
results in Tab. 1a demonstrate that TAPPS significantly out-
performs the baseline on Pascal-PP in several aspects. Most
importantly, the PartPQ for object-level classes with parts
(PartPQPt) is +4.4 or +2.4 higher, depending on the pre-
training strategy. Looking in more detail, we find that this
increase is caused by two individual improvements: (1) The
part-level segmentation quality (PartSQPt) is considerably
higher than for the baseline. This shows the positive im-
pact of having a joint representation for objects and parts,
and simplifying the part segmentation task by only allowing
compatible predictions (see also Sec. 5.3). (2) The panoptic
quality for thing classes (PQTh) also sees a substantial in-
crease. Here, it should be noted that (a) all the object-level
classes with parts are thing classes, and (b) thing classes re-
quire instance separation. Thus, this improvement does not
only show the benefit of learning objects and parts jointly,
but also indicates that learning parts in an object-instance-
aware manner indeed improves the ability of the network to
separate object instances (see also Sec. 5.4).

For Cityscapes-PP, we see similar results in Tab. 1b.
Again, we observe improvements on the PartPQPt, PartSQPt

and PQTh metrics. In this case, the absolute improvements
are slightly smaller. This is expected because this dataset
contains significantly fewer classes and very similar images,
making it easier to learn the PPS task and limiting the po-
tential gains that can still be obtained by TAPPS.
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Method Backbone Pre-
training

PartPQ PartSQ PQ

Pt No Pt All Pt All

Pascal-PP validation

JPPF [10] EfficientNet-B5 I 48.3 26.9 32.2 - -
TAPPS (ours) RN-50 I 59.6 39.4 44.6 74.3 47.1

Panoptic-PartFormer† [18] RN-50 I,C 56.1 38.8 43.2 66.8 47.6
Panoptic-PartFormer++† [19] RN-50 I,C 52.6 42.6 45.1 60.4 51.6
TAPPS (ours) RN-50 I,C 67.2 50.4 54.7 75.1 57.7

Panoptic-PartFormer† [18] Swin-B I,C 64.3 50.6 54.1 70.8 58.1
Panoptic-PartFormer++† [19] Swin-B I,C 48.9 52.1 51.3 53.0 59.8
TAPPS (ours) Swin-B I,C 72.2 56.3 60.4 78.1 63.0

Cityscapes-PP val

Panoptic-PartFormer [18] RN-50 I - - 54.5 - 57.8
Panoptic-PartFormer++ [19] RN-50 I - - 57.5 - 61.6
JPPF [10] EfficientNet-B5 I 47.7 63.8 59.6 - -
TAPPS (ours) RN-50 I 48.7 63.1 59.3 66.8 62.4

Panoptic-PartFormer [18] RN-50 I,C 43.9 62.4 57.5 60.1 61.6
Panoptic-PartFormer++ [19] RN-50 I,C 42.5 65.1 59.2 - 63.6
TAPPS (ours) RN-50 I,C 48.9 65.7 61.3 66.9 64.4

Panoptic-PartFormer [18] Swin-B I,C 45.6 67.8 62.0 59.0 66.6
Panoptic-PartFormer++ [19] Swin-B I,C 46.0 68.2 62.3 - 68.0
Panoptic-PartFormer++ [19] ConvNeXt-B I,C 46.4 69.1 63.1 - 68.2
SegFormer-B5 + CondInst + BPR [38–40, 45] MiT-B5 + RN-50 I,C* 48.6 67.5 62.5 - -
TAPPS (ours) Swin-B I,C 53.0 69.0 64.8 68.0 68.0

Table 2. Comparison with state of the art. Evaluation on the Cityscapes-PP and Pascal-PP benchmarks [4–6]. RN-50 is ResNet-50 [9].
Other backbones are EfficientNet-B5 [36], MiT-B5 [45], Swin-B [24] and ConvNeXt-B [25]. I = ImageNet [33], C = COCO panoptic [21],
C* = COCO pre-training for instance segmentation. †PartPQ scores for these existing methods have been re-evaluated using official
code [5] and are higher than originally reported on Pascal-PP [18, 19], see supplementary material for more details.

5.2. Comparison with state of the art

In Tab. 2, we compare TAPPS to existing state-of-the-
art methods across different datasets, backbones, and pre-
training settings. On both Pascal-PP and Cityscapes-PP,
TAPPS significantly outperforms existing work. Most
importantly, it consistently scores higher on the PartPQ,
PartPQPt, and PartSQPt metrics. TAPPS is only slightly out-
performed by JPPF [10] on Cityscapes-PP with ImageNet
pre-training, but we note that JPPF uses the EfficientNet-
B5 [36] backbone, which is much more powerful than the
ResNet-50 [9] used by TAPPS. Moreover, we do outper-
form JPPF by a large margin on the Pascal-PP dataset,
showing the strength of TAPPS on more complex datasets.
Overall, we achieve new state-of-the-art results on both
datasets, obtaining PartPQ scores of 60.4 and 64.8 on
Pascal-PP and Cityscapes-PP, improvements of +6.3 and
+1.7, respectively. In the supplementary material, we com-
pare qualitative examples of TAPPS, our baseline, and ex-
isting approaches, and we also show typical failure cases.

5.3. Ablations

Predicting only compatible parts. Using shared
queries for object- and part-level segmentation enables
TAPPS to only allow part segmentation predictions that

Predict compat. parts PartPQ PartSQ PQ Obj. w/o
conflictsTraining Testing Pt No Pt All Pt All

ImageNet pre-training

Baseline 55.2 38.8 42.9 71.5 45.7 66.1%
✗ ✗ 57.9 39.2 43.9 72.9 46.6 99.7%
✗ ✓ 58.0 39.2 43.9 72.9 46.6 100.0%
✓ ✓ 59.6 39.4 44.6 74.3 47.1 100.0%

COCO pre-training

Baseline 64.8 49.9 53.7 73.1 57.1 64.6%
✗ ✗ 66.3 50.5 54.6 74.0 57.9 99.5%
✗ ✓ 66.4 50.5 54.6 74.0 57.9 100.0%
✓ ✓ 67.2 50.4 54.7 75.1 57.7 100.0%

Table 3. Predicting only compatible part classes during train-
ing and testing. Evaluated on Pascal-PP [1, 5, 6, 29].

are compatible with the query’s object-level class (see
Sec. 3.3.2). In Tab. 3, we evaluate the effect of predict-
ing only compatible parts during both training and testing.
In addition to the main metrics, we also assess the per-
centage of predicted objects for which there are no con-
flicting part-level predictions. The results show that, even
when allowing incompatible predictions, TAPPS has signif-
icantly fewer object-part conflicts than the baseline. Natu-
rally, when predicting only compatible parts during testing,
all object-part conflicts are removed, eliminating the need
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Adaptation layers
PartPQ PartSQ PQ

Pt No Pt All Pt All

- 67.3 49.6 54.1 75.2 57.1
1× FC 67.1 50.3 54.6 75.1 57.6

2-layer MLP 67.2 50.4 54.7 75.1 57.7
3-layer MLP 67.1 50.4 54.6 75.1 57.7

Table 4. JOPS head architecture (Fig. 2). Evaluated on Pascal-
PP [1, 5, 6, 29], with pre-training on COCO panoptic [21].

Method mIoUTh PQTh

Baseline 69.8 62.0
TAPPS (ours) 69.9 65.6

(a) Pascal-PP [1, 5, 6, 29].

Method mIoUTh PQTh

Baseline 77.6 53.8
TAPPS (ours) 78.2 55.6

(b) Cityscapes-PP [4, 5].
Table 5. Performance for things. ImageNet pre-training [33].

for post-processing. However, this does not yield a big im-
provement in terms of the segmentation quality. When we
also apply this during training, we do observe a part seg-
mentation quality (PartSQPt) improvement. This shows that
simplifying the part segmentation task during training leads
to improved performance, as we hypothesized in Sec. 3.3.2.

JOPS head architecture. In Tab. 4, we evaluate the
impact of using different numbers of adaptation layers in the
JOPS head before applying the N pc fully-connected (FC)
layers to generate the part queries (see Fig. 2). We find
that one or two adaptation layers are necessary to generate
object- and part-level representations that are sufficiently
distinct to perform their respective tasks accurately; adding
any more layers does not yield further improvements.

5.4. Additional analyses

Instance separability. Tab. 1 showed that TAPPS im-
proves the PQTh, i.e., the ability to recognize, segment and
classify object instances. To assess if this is due to better ob-
ject recognition or improved instance separability, we group
all thing instances of the same object-level class together
and evaluate the instance-agnostic semantic segmentation
performance with the mIoUTh. If the PQTh improvement
were due to improved recognition, we expect the mIoUTh

to improve too. However, the results in Tab. 5 show only a
minor mIoUTh improvement. This indicates that the PQTh

gain is not due to better recognition, but mainly results from
a better ability to separate instances, showing the benefit of
learning parts in an object-instance-aware manner.

Performance on Pascal-PP-107. To assess the per-
formance of TAPPS in a more complex setting, we evaluate
it on Pascal-PP-107, which has 107 part-level classes in-
stead of 57. The results on this dataset, reported in Tab. 6,
show once more that TAPPS consistently improves the part
segmentation and thing segmentation performance with re-
spect to the baseline, in this case leading to a PartPQPt im-
provement of +4.1 or +2.2, depending on the pre-training
strategy. This demonstrates that TAPPS is also effective

Method
PartPQ PartSQ PQ

Pt No Pt All Pt Th St All

ImageNet pre-training

Baseline 45.7 38.9 40.6 59.3 62.1 37.6 45.9
TAPPS (ours) 49.8 39.3 42.0 61.7 65.8 37.7 47.2

COCO pre-training

Baseline 53.2 49.8 50.7 59.9 75.2 48.1 57.2
TAPPS (ours) 55.4 50.0 51.4 62.1 75.6 48.1 57.4

Table 6. 107 part-level categories. Results on the more challeng-
ing Pascal-PP-107 dataset [1, 5, 6, 27, 29].

Method
PartPQ PartSQ PQ

Pt No Pt All Pt All

Dynamic 65.1 50.5 54.2 73.1 57.7
Fixed 67.2 50.4 54.7 75.1 57.7

Table 7. Fixed or dynamic part segmentation. Evaluated on
Pascal-PP [1, 5, 6, 29], with pre-training on COCO panoptic [21].

when the PPS task becomes more complex.
Fixed vs. dynamic part segmentation. As explained

in Sec. 3.3.2, TAPPS uses a fixed fully connected layer for
each part class to generate the corresponding ‘per-object’
part query. Alternatively, it is possible to predict part masks
and classes dynamically within each object segment, using
a set of dynamic queries like we do for object-level seg-
mentation. In Tab. 7, we compare our fixed part segmenta-
tion setting with this dynamic approach, which is explained
in more detail in the supplementary material. We find that
our fixed approach results in a better PartSQPt and therefore
PartPQPt performance. We hypothesize that the dynamic
approach performs worse because it makes the part segmen-
tation task unnecessarily complex, as the network needs to
learn to assign segments to queries dynamically, and addi-
tionally predict a class label.

6. Conclusion
With experiments, we have shown that TAPPS considerably
outperforms methods that predict objects and parts sepa-
rately, by improving the object instance separability, part
segmentation quality, and object-part compatibility. Impor-
tantly, these improvements can be attributed to the fact that
TAPPS is directly optimized for the PPS task, using a set
of shared queries to jointly predict objects and correspond-
ing parts. With our promising findings, we hope to inspire
future research towards even more complete scene under-
standing, e.g., image segmentation at even more abstraction
levels, potentially with more flexible class hierarchies.
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