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1. More Details about Foreground Leakage

As discussed in Sec. 3.2, the current few-shot 3D point
cloud semantic segmentation (FS-PCS) setting [3, 5–10]
employs a non-uniform sampling mechanism with a bias
toward foreground classes. This biased sampling algorithm
samples more points from foreground objects than from the
background, resulting in a noticeable point density disparity
between foreground and background.

More precisely, the biased sampling algorithm can be
outlined in Alg. 11. In line 1, it firstly obtains the input fore-
ground point set PFG that includes all the input points be-
longing to the foreground class C with respect to the current
few-shot task. Then, from lines 2 to 6, it calculates the quan-
tity NFG that will be used for sampling foreground points
in the output. NFG maintains a proportional relationship
to the presence of foreground points in the input data when
n ≥ m. Next, in line 7, it selects NFG points exclusively
from the input foreground point set PFG. However, in line
8, the remaining m − NFG points are sampled from the
entire input points X = {P1, ..,Pn}, which still includes
the foreground points in PFG. Consequently, this double-
sampling of foreground points in these two steps leads to
foreground objects having a denser distribution of points in
the final output than their background counterparts.

We also present additional visualizations in Fig. 1. Both
the theoretical analysis and visualizations clearly demon-
strate that this biased sampling leaks foreground class infor-
mation to models through density disparity. Consequently,
the models no longer need to excel at learning essential
knowledge adaptation patterns for few-shot tasks; instead,
they can simply segment the target by detecting denser re-
gions. This foreground leakage undermines the validity of
existing benchmarks of previous models.

*Corresponding authors: Guolei Sun and Yun Liu
1The corresponding source code can be found at the link.

Algorithm 1: The biased sampling algorithm
Data: input point cloud X with n points

{P1, ..,Pn}, sampling number m,
foreground class C with respect to current
few-shot task

Result: sampled points {Pi1 , ..,Pim} from X
1 PFG ← {Pi | label of(Pi) = C};
2 if n < m then
3 NFG ← |PFG|;
4 else
5 NFG ← m |PFG|

n ;
6 end
7 Res1 ← sample NFG points from PFG;
8 Res2 ← sample m−NFG points from X;
9 {Pi1 , ..,Pim} ← Res1 ∪Res2;

2. More Implementation Details

We employ the first three blocks from the Stratified Trans-
former [4] as our backbone. Our backbone architecture
aligns with the one used for the S3DIS dataset [1] in [4],
indicating that we maintain consistency in backbone archi-
tectures for both S3DIS and ScanNet [2]. Unlike [4], we
do not employ different Stratified Transformer architectures
for these two datasets. The momentum coefficient µ within
the BPC module is set to 0.995. For both datasets, our input
features include both the XYZ coordinates and RGB colors.
The training and testing are using 4 RTX 3090 GPUs.

3. More Qualitative Results

We present additional qualitative results in Fig. 2, com-
paring our method (5th column) with the previous best-
performing method, QGE (6th column). Besides, Fig. 3
showcases more visual comparisons between our models
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https://github.com/Na-Z/attMPTI/blob/6e50296721475d917480fb3276b0ad81047f15e4/dataloaders/loader.py#L39-L58
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Figure 1. Visualization of various scenes from the S3DIS dataset [1], with the target class for the 1-way few-shot task labeled at
the leftmost of each scene. Each scene includes six types of point clouds, arranged from left to right: (1) The original point cloud; (2)
Ground truth of all categories; (3) Our corrected input with 20,480 points in a uniform distribution; (4) Input with 20,480 points in a
biased distribution; (5) Input with 2,048 points in a uniform distribution; (6) Input with 2,048 points in a biased distribution, as adopted by
previous works.

with BPC (w/ BPC, 5th column) and without BPC (w/o
BPC, 6th column).

We have the following observations from the visual
comparisons: (1) Our method yields visually better re-
sults than the previous best-performing method, highlight-
ing the superiority of our proposed correlation optimization
paradigm in enhancing the generalization ability for few-
shot tasks. (2) The lightweight BPC module, equipped with
non-parametric base prototypes, effectively mitigates the

base susceptibility issue inherent in models. This ensures
accurate segmentation of novel classes, further validating
the efficacy of our approach.
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Figure 2. Qualitative comparisons between our proposed model COSeg and QGE [6]. Each row, from top to bottom, represents the 1-way
1-shot task with the target category as table (purple), chair (red), bookcase (green) and board (pink), respectively.
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Figure 3. Qualitative comparisons between our models with BPC (w/ BPC) and without BPC (w/o BPC). Each row has the target class
under the 1-way 1-shot task as table (purple) and chair (red), respectively, arranged from top to bottom.
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