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A. Region Selection Network
We have experimented with multiple deep detectors to

localize the candidate regions. We haven’t used the bound-
ing box annotations in the video for training the candidate
region networks. Instead, we used the public GBCU dataset
to pretrain the detectors for localizing the malignancy. We
then lowered the threshold to generate multiple candidate
regions for the video frames used in the FocusMAE experi-
ments.

To calculate precision and recall in the GB localization
phase, following the recommendation of [6], we determine
a predicted region as a true positive if its center falls within
the bounding box of the ground truth region. Conversely,
if the center is outside the bounding box, we categorize the
prediction as a false positive attributed to localization error.
Tab. S1 shows the mIoU and the recall for the different can-
didate region detectors.

Fig. S1 shows sample object region localization of the
RPN. We adopted a FasterRCNN-based RPN for generating
the candidate regions for using as priors in FocusMAE as
the detector achieves the best recall rate.

Model mIoU Precision Recall

Faster-RCNN 0.712 0.952 0.994
YOLO 0.767 0.979 0.962
CentripetalNet 0.614 0.947 0.909
Reppoints 0.682 0.942 0.997
DETR 0.724 0.962 0.988

Table S1. Comparison of the candidate region selection models.

B. Region Selection Network Implementation
We adopted the Faster-RCNN [5] model for candidate

region selection. A frozen Resnet50 Feature Pyramid back-
bone is used. The input size was 800× 1333× 3. We used
a SGD optimizer with LR = 0.005, momentum = 0.9, and

Figure S1. Sample candidate bounding boxes generated by the
region selection network.

weight decay = 0.0005. We used a batch size of 16 and
trained for 60 epochs on the GBCU dataset.

C. Visualization
Fig. S2 and Fig. S3 show the attention visuals for the

proposed FocusMAE method on additional data samples.
Evidently, FocusMAE is able to attend the salient regions
for disease detection.

D. Baseline Implementation Details
Tab. S2 lists the configurations of all baseline models

used in this study. We trained our models on 4 Nvidia Tesla
V100 32GB GPUs. The table includes a brief description
of the model, input sizes, optimizer parameters, other rele-
vant hyper-parameters such as learning rate, weight decay,
momentum, batch size, and the number of training epochs
for the network.

For VideoMAEv2 pretraining, we used a Vision trans-
former (ViT) backbone, with random masked auto-
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Figure S2. Attention visuals for FocusMAE for the GBC detection task on the US videos. We show three different maligant video samples.
For each video sample, the upper row shows the sequence with the original frames, and the lower row shows the attention on the frames.

Figure S3. Attention visuals for FocusMAE for COVID detection from CT images. We show four COVID CT samples. For each sample,
the upper row shows the sequence with the original CT slices, and the lower row shows the attention on these slices.

encoders. Masking was done in both encoder and decoders.
All attention-based layers were trainable. We used the ViT-
S model. The input size was 3×16×224×224. We initiated

the ViT weights with the Kinetics-pretrained VideoMAE
weights. We have optimized the MSE loss for original and
reconstructed masked patches on the GBC US Video dataset



Model Description Input
Size

Optimizer Batch
size

Epochs/
Steps

VideoMAEv2
[7]

Vision transformer (ViT) backbone, with ran-
dom masked auto-encoders. Masking in both
encoder and decoders. All attention-based lay-
ers were trainable. ViT base model used for in-
ference.

3 × 16 ×
224×224

AdamW, LR = 7e-5, mo-
mentum = 0.999 ,weight
decay = 0.1

4 30
epochs

TimeSformer
[2]

Vision transformer based space time aten-
tion. Divided space-time attention configura-
tion used. ViT base model used for inference.

3 × 8 ×
224×224

SGD, LR = 0.005,
weight decay=1e-4,
momentum=0.9

8 25
epochs

VideoSwin [4] Pretrained on ImageNet-1K. SwinTrans-
former3D based backbone. All layers were
trainable

3 × 8 ×
224×224

SGD, LR = 0.01, weight
decay=1e-4, momen-
tum=0.9

4 30
epochs

AdaMAE [1] Vision transformer (ViT) backbone, with adap-
tively masked auto-encoders. The model em-
bedding size provided by the authors is 768; we
have pre-trained the 384 version to allow for a
better fit to our data. Masking in only encoders.
All attention-based layers were trainable. ViT
base model used for inference

3 × 16 ×
224×224

AdamW, LR = 1e-6,
weight decay=0.9, mo-
mentum=0.99

2 10
epochs

VidTr [3] Transformer-based video classification with
separable attention. ViT-B backbone. All lay-
ers were trainable.

3 × 16 ×
224×224

SGD, LR = 3e-4, weight
decay=1e-5, momen-
tum=0.9

2 40
epochs

Table S2. Implementation details for the different video-based baseline networks used for US video-based classification of Gallbladder
Cancer. All details are for finetuning on the GB US video dataset. Pretraining details for VideoMAE and AdaMAE are already discussed.

using an AdamW optimizer with LR = 1e-4 and momentum
= 0.95. We used a batch size of 32 and trained for 1200
epochs.

AdaMAE pretraining was an adoption of the VideoMAE
pretraining procedure. We used the ViT-S backbone, with
adaptively masked auto-encoders. We have pre-trained the
model with embedding dimension 384 to allow for a bet-
ter fit to our data. We have used masking in only encoders.
All attention-based layers were trainable. Similar to Video-
MAE, we initialized the weights with the Kinetics preained
AdaMAE weights. We used the MSE loss and used an
AdamW optimizer with LR = 1e-4 and momentum = 0.95.
The input sizes are 3× 16× 224× 224. We used batch size
of 8 and pretrained for 500 epochs.

E. Clip-level Statistics
We have a total of 484 clips sub-sampled from the 91

videos at the fine-tuning stage. Out of these, 320 clips were
from the malignant videos, and contain the malignant label
as per the positive biopsy reports. All clips of a malignant
video is given the malignant label. Radiologists identified
199 clips out of these 320 to be malignant. At a frame-
level, radiologists identified 3212 frames exhibiting signs
of malignancy.
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