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Group Parameter Name Parameter Value

fine-tune

batch size 8
training steps 200K
warmup steps 1000

fp16 True
training number of pages 4

evaluation number of pages unlimited
number of image tokens 128

DocFormerconcat [1]

encoder learning rate 3e-5
decoder learning rate 3e-5

training text tokens per page 600
inference text tokens per page 400

HiVT5* [4]

encoder learning rate 3e-5
decoder learning rate 3e-5

training text tokens per page 800
inference text tokens per page 8000

number of compression tokens per page 10

GRAM

encoder learning rate 3e-5
decoder learning rate 3e-5

global encoder learning rate 1e-4
training text tokens per page 800

inference text tokens per page 8000
number of global tokens 32

bias adaptation constant ‘c’ 20

GRAMC−Former

encoder learning rate 3e-5
decoder learning rate 3e-5

global encoder learning rate 1e-4
C-Former learning rate 1e-4

training text tokens per page 800
inference text tokens per page 8000

number of global tokens 32
bias adaptation constant ‘c’ 20

compression length 256

Table 1. Hyper-Parameters.

A. Parameters

We present in Tab. 1 all of the relevant hyperparameters.

B. Inference Resources Consumption

We compare three key properties of MP-DocVQA baselines
and our method: inference time, memory consumption, and
maximal document length. The latency and memory con-
sumption are illustrated in Fig. 1 and Fig. 2, respectively,
both as functions of the number of pages in the document.
We compare the following baselines: DocFormerv2concat

[1], Hi-VT5 * [4], and our GRAM and GRAMC−Former,
utilizing the same computational resources employed in all
experiments— 8×A100 GPUs with 40GB of memory.

The memory consumption of DocFormerv2concat [1]
reaches its maximum capacity for documents with only 20
pages, while our method efficiently processes documents,
spanning hundreds of pages. Moreover, the presented fig-
ures demonstrate that GRAMC−Former maintains a com-

parable memory footprint to the GRAM model. Neverthe-
less, there is potential for improvement, as HiVT5* exhibits
lower memory consumption. Despite this, we achieve infer-
ence times similar to HiVT5* [4], accompanied by a note-
worthy enhancement in ANLS.
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Figure 1. Latency comparison. We compare the dependency be-
tween overall latency and the number of pages in input document.
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Figure 2. Memory consumption comparison. We compare the
dependency between overall memory consumption and the num-
ber of pages in input document.

C. Qualitative Results
Finally, we present a few qualitative results on the DUDE
dataset in Fig. 3, showcasing the advantages of our ap-
proach over Hi-VT5* [4]. In the first three examples, we
demonstrate cases where GRAM is correct and HiVT5* is
wrong. The last two examples present cases where both our
method and HiVT5* are incorrect.

D. Comparison with DocFormerV2concat

We provide additional qualitative examples with
DocFormerV2concat. Examples demonstrate the effec-
tiveness of GRAM in tackling questions that involve
multiple pages in the document.



Method
ANLS by Number of Pages
DUDE validation dataset

All 1 2-4 5-10 11-end
GRAM 47.88 49.29 49.90 45.90 43.94
DocFormerv2concat 44.32 46.08 47.05 42.81 38.17
DocFormerV2Longformer 45.88 47.01 47.75 43.22 43.13
DocFormerV2AliBi 34.73 36.55 37.00 30.99 31.25

Table 2. Comparison to NLP methods. Results on DUDE vali-
dation comparing GRAM with LongFormer [2] and AliBi [3].

E. Comparison with NLP-based Approaches
We present additional experiments, comparing GRAM with
two NLP-based approaches: the sparse attention-based
LongFormer [2], and the bias-based AliBi [3]. Both ap-
proaches are implemented on top of DocFormerv2 for fair
comparison. Results in Tab. 2 shows an advantage in our
local-global approach of utilizing existing powerful models
for single-page and extending them to support the multi-
page scenario.
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GOALS
Students will gain an in-depth understanding of certain property crimes including
Larceny, Receiving Stolen Property, Shoplifting, Criminal Damage to Property, Graffiti.
Students will develop an understanding about charging possession of stolen property. 

OBJECTIVES
Upon completion of this course, students will be able to:

Know the difference between larceny and possession of stolen property.
State the different ways to charge receiving stolen property.
Know the alternative ways to commit shoplifting.
State the legal presumption when one conceals an item inside a store.
Know the difference between larceny and shoplifting.
Articulate the difference between criminal damage to property and graffiti.
Understand how to establish value of stolen and recovered property.

SOURCES
New Mexico Criminal and Traffic Manual.
New Mexico Statutes Annotated
State and federal case law.

ESTIMATED TIME Included in a ten hour block on Criminal Law.

PREPARED BY
Legal Instructor
Department of Public Safety
Law Enforcement Academy
Santa Fe, New Mexico
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INTRODUCTION

We are going to discuss certain property crimes that police officers are most likely to 
come in contact with and have questions about. 

In 2006 the amount to become a felony for most property crimes increased from $250 to 
$500.

LARCENY NMSA 1978, Section 30-16-1

The elements of larceny are:

stealing anything of value

which belongs to another

defendant intended to permanently deprive the owner of the 
property at the time he or she took it.

Penalties for Larceny

Larceny

The penalty for larceny will generally depend upon the value of the item stolen. Larceny 
over $500 is a fourth degree felony (18 months), over $2500 a third degree felony (three 
years), and over $20,000 a second degree felony (nine years).

Larceny of livestock

Whoever commits larceny when the property . . . is livestock is guilty of a third degree 
felony, regardless of value.

Larceny of a firearm

Whoever commits larceny when the property . . .is a firearm is guilty of a fourth degree 
felony when its value is less than $2500.

RECEIVING STOLEN PROPERTY NMSA 30-16-11

The elements of Receiving Stolen Property are:

intentionally
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receiving, retaining or disposing of stolen property

knowing that it is stolen or believing it to be stolen

unless the property is received, retained or disposed of with intent 
to restore it to the owner.

A point of confusion:

In New Mexico the statute for possession of stolen property is called RECEIVING 
STOLEN PROPERTY and it can be charged in one of three ways:

the property may be “received,” or

the property may be “retained,” or

the property may be “disposed.”

Each one of these three ways or charges has distinctive characteristics.

SITUATION #1

An offender steals and is apprehended by police in possession of stolen property. Can we 
charge Larceny and “Retaining” of stolen property? (no)

Answer:
Since larceny is a continuing offense, we can charge larceny or “retaining” of stolen 

property but not both. Officers charge larceny if it can be proven the person stole the item. 
However, if a person is in possession of stolen property and it can’t be proven how they got the 
item, the correct charge would be Receiving Stolen Property (retain). State v. Smith (1983).

SITUATION #2

An offender steals items and disposes of them at two different locations. Can we charge 
Larceny and “Disposing” of stolen property? (yes)

Answer:
The offender can be charged with larceny and “disposing” of stolen property. The act of 

“disposing” of an item is different from larceny of an item. Since the items were disposed at two 
locations, there would be two counts of Receiving Stolen Property (dispose). State v. Mitchell
(1974).
SITUATION #3

Police execute a search warrant at offender’s residence. Numerous stolen items were 
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recovered belonging to five victims. Each item had a misdemeanor value but together they had a 
felony value. Do we have one count of “retaining” or five?
Answer:

Although the offender “retains” stolen items from different victims, the offender will only 
be charged with one count of “retaining” stolen property. Sanchez v. State (1982).

Receiving stolen property of a firearm

Whoever commits receiving stolen property when the property is a firearm is guilty of a
fourth degree felony when its value is less than $2,500. NMSA 1978, Section30-16-11 (I).

FACTS:
Defendant received some generic stolen property (DVD’s, camera equipment, gym bags) 

and also some stolen firearms. The property was taken from the same victim at the same place 
and time, and it was acquired and possessed by Defendant at the same time. Do we have one 
count of receiving stolen property or two? (two) State v. Watkins (2008).

Answer:
Court of Appeals affirmed convictions for Receiving Stolen Property and Receiving 

Stolen Property (Firearm). This is not double jeopardy since the legislature clearly intended that 
possession of a stolen firearm would be an additional or separate crime. 

SHOPLIFTING NMSA 1978, Section 30-16-20

There are four different ways to commit shoplifting:

willfully taking possession of any merchandise.

willfully concealing any merchandise.

willfully altering any label, price tag or marking upon any 
merchandise.

willfully transferring merchandise from one container to another.

In each of these four ways to commit shoplifting, the offender has the intent to deprive 
the merchant of all or some part of the value of the merchandise.

You may have noticed the word “willfully” in describing the four ways to do a 
shoplifting. Suppose someone conceals an item on his or her person. A loss prevention officer 
(LPO) stops the person. The person says they inadvertently, accidentally put the item inside their
coat pocket.  What should the loss prevention officer do?

NMSA 1978, Section 30-16-22 mention a presumption that might be helpful:
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NMSA 1978, Section 30-16-22.  Presumptions created.
Any person who willfully conceals merchandise on his or her person or on the person of 
another or among his or her belongings or the belongings of another . . . on or outside the 
premises of the store shall be . . . presumed to have concealed the merchandise with the 
intention of converting it without paying for it.

Note:
An example of a person concealing merchandise on the person of another would be a 

parent using a child to conceal items.

To arrest for most misdemeanors, the offense must occur in your presence. A 
shoplifting occurs outside your presence. What options do you have in this situation?

NMSA 1978, Section 30-16-23
Normally, an officer must witness a misdemeanor to make an arrest. This section allows 
an officer to make an arrest (with probable cause) although it occurred outside the 
officer’s presence. 

The officer still has a choice, however, as to whether to arrest a person or issue a citation. 

FACTS:
A person goes to a store and steals an item. The wholesale price is $399, the retail price is 

$449, and with tax the price is over $500.
Answer:

Market value is used when value is an issue. Supreme Court of New Mexico has held that 
the terms “market value” and “retail value” are identical. Tunnell v. State (1983).

Does market value include taxes?
Answer:

Tax is not to be considered when determining value of an item, unless the advertised 
retail or actual market price of an item includes the tax.  Tunnel v. State (1983).

How do we determine value if a private citizen is a victim of property theft?
Answer:

It is a general rule that an owner of property is competent to testify as to the value of his 
or her property.  State v. Romero (1975).

LARCENY V. SHOPLIFTING

A. “store” means a place where merchandise is sold or offered to the public for sale at retail;
B. “merchandise” means chattels (items) of any type or description regardless of the value 

offered for sale in or about a store. NMSA 1978, Section 30-16-19.

Note:
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It’s shoplifting if a person takes merchandise (an item offered for sale) in a store. What
charge if a person stole cash from a cash register?  
Answer:

It would be larceny since cash is not merchandise.

Another difference between larceny and shoplifting

Shoplifting involves taking merchandise from a store. It allows an officer to make a 
misdemeanor arrest even though the offense did not occur in the officer’s presence. 
NMSA 1978, Section 30-16-23.

Larceny generally refers to a theft occurring other than a store, i.e., a bicycle on 
someone’s front lawn or a tire on a front porch. For a misdemeanor larceny, an officer 
cannot make an arrest unless the offense occurred in his or her presence.

CRIMINAL DAMAGE TO PROPERTY NMSA 1978, Section 30-15-1

The elements are:

intentionally

damaging any real or personal property of another

without the consent of another.

For most crimes the dollar amount for a felony is $500. For criminal damage to property 
the dollar amount to become a felony is $1,000.

UNAUTHORIZED GRAFFITI ON PERSONAL OR REAL PROPERTY

Graffiti consists of intentionally and maliciously defacing any real or person property of 
another with graffiti or other inscribed material inscribed with ink, paint, spray paint, crayon, 
charcoal or the use of any subject without the consent or reasonable ground to believe there is 
consent of the owner of the property. NMSA 1978, Section 30-15.1.1.

For this charge the dollar amount to become a felony is $1,000. This statute provides for 
mandatory restitution and community service.

CONCLUSION

The crimes discussed are some of the property crimes officers are most likely to 
encounter. Knowing the elements of these crimes will assist our ability to more accurately charge 
them. 

How many chapters are in the books?    correct answer: “”
HiVT5: “4”
GRAM: “”

How many types of complaints were listed in the document?    correct answer: “9”
HiVT5: “10”
GRAM: “9”

how many pages are there in this text?    correct answer: “9”
HiVT5: “1”
GRAM: “9”

Which pages show graphs?    correct answer: “['3', '6', '5']”
HiVT5: “1”
GRAM: “2”
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Abstract- Software reliability is one of the important factors of
software quality. Before software delivered in to market it is
thoroughly checked and errors are removed. Every software
industry wants to develop software that should be error free.
Software reliability growth models are helping the software
industries to develop software which is error free and reliable.
In this paper an analysis is done based on incorporating the
logistic-exponential testing-effort in to NHPP Software
reliability growth model and also observed its release policy.
Experiments are performed on the real datasets. Parameters
are calculated and observed that our model is best fitted for
the datasets.

Keywords- Software Reliability, Software Testing, Testing
Effort, Non-homogeneous Poisson Process (NHPP), Software
Cost.
ACRONYMS
NHPP : Non Homogeneous Poisson Process
SRGM : Software Reliability Growth Model
MVF : Mean Value Function
MLE : Maximum Likelihood Estimation
TEF : Testing Effort Function
LOC : Lines of Code
MSE : Mean Square fitting Error
NOTATIONS
m (t) : Expected mean number of faults detected

  in time (0,t]
ë (t) : Failure intensity for m(t)
n (t) : Fault content function
md (t) : Cumulative number of faults detected upto t
mr (t) : Cumulative number of faults isolated up to t.
W (t) : Cumulative testing effort consumption at timet.
W*(t) : W (t)-W (0)
A : Expected number of initial faults
r (t) : Failure detection rate function
r : Constant fault detection rate function.
r1            : Constant fault detection rate in the Delayed S-

  shaped    model with logistic-Exponential TEF
r2 : Constant fault isolated rate in the Delayed S-

  shaped model with logistic-Exponential TEF

I.  INTRODUCTION

Software becomes crucial in daily life. Computers,
commutation devices and electronics equipments every place
we find software. The goal of every software industries is
develop software which is error and fault free. Every industry
is adopting a new testing technique to capture the errors
during the testing phase. But even though some of the faults
were undetected. These faults create the problems in future.
Reliability is defined as the working condition of the software
over certain time period of time in a given environmental
conditions. Large numbers of papers are presented in this
context. Testing effort is defined as effort needed to detect
and correct the errors during the testing. Testing-effort can
be calculated as person/ month, CPU hours and number of
test cases and so on. Generally the software testing consumes
a testing-effort during the testing phase [20 21].SRGM
proposed by several papers incorporated traditional effort
curves like Exponential, Rayleigh, and Weibull. The TEF
which gives the effort required in testing and CPU time the
software for better error tracking. Many papers are published
based on TEF in NHPP models [4, 5, 8, 11, 120, 12, 20, 21].
All of them describe the tracking phenomenon with test
expenditure.

This paper we used logistic-exponential testing-effort
curve and incorporated in the SRGM. The result shows that
the SRGM with logistic-exponential

II. SOFTWARE TESTING EFFORT FUNCTIONS

Several software testing-effort functions are defined in
literature. w(t) is defined as the current testing effort and
W(t) describes the cumulative testing effort. The following
equation shows the relation between the w(t) and W(t)

                        (1)

 The following are some of them

 A.   Exponential Testing effort function
The cumulative testing effort consumed in the time (0,t]

is [20]

 B.  Rayleigh Testing effort curve:

       (2)
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The cumulative testing effort consumed in the time (0,t]
is [12,20]

                        (3)

The Rayleigh curve increases to the peak and descends
gradually with decelerating rate.

 C.   Logistic-exponential testing-effort:
It has a great flexibility in accommodating all the forms

of the hazard rate function, can be used in a variety of
problems for modeling software failure data.

The logistic-exponential cumulative TEF over time
period (0,t] can be expressed as [27]

III. SOFTWARE RELIABILITY GROWTH MODELS

 A.   Software reliability growth model with logistic-
exponential TEF
The following assumptions are made for software

reliability growth modeling [1, 8, 11, 20, 21, 22]
(i) The fault removal process follows  the Non-

Homogeneous Poisson process (NHPP)
(ii)  The software system is subjected to failure at

random time caused by faults remaining in the
system.

(iii) The mean time number of faults detected in the time
interval (t, t+Ät) by the current test effort is
proportional for the mean number of remaining
faults in the system.

(iv) The proportionality is constant over the time.
(v)   Consumption curve of testing effort is modeled by

a logistic-exponential TEF.
(vi)  Each time a failure occurs, the fault that caused it

is immediately removed and no new faults are
introduced.

(vii) We can describe the mathematical expression of a
testing-effort based on following

 B.   Yamada Delayed S-shaped model with logistic-
exponential testing-effort function

The delayed ‘S’ shaped model originally proposed by
Yamada [24]  and it is different from NHPP by considering
that software testing is not only for error detection but error
isolation. And the cumulative errors detected follow the S-
shaped curve. This behavior is indeed initial phase testers
are familiar with type of errors and residual faults become
more difficult to uncover [1, 6, 15, 16]. From the above steps
described section 3.1, we will get a relationship between
m(t) and w(t). For extended Yamada S-shaped software
reliability model.The extended S-shaped model [24] is
modeled by

IV. EVALUATION CRITERIA

 A. The goodness of fit technique
Here we used MSE [5, 11, 17, 23 ]which gives real

measure of the difference between actual and predicted
values. The MSE defined as

A smaller MSE indicate a smaller fitting error and better
performance.
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B. Coefficient of multiple determinations (R2)
Which measures the percentage of total variation about

mean accounted for the fitted model and tells us how well a
curve fits the data. It is frequently employed to compare
model and access which model provies the best fit to the
data. The best model is that which proves higher R2. that is
closer to 1.

C. The predictive Validity Criterion
The capability of the model to predict failure behavior

from present & past failure behavior is called predictive
validity. This approach, which was proposed by [26], can be
represented by computing RE for a data set.

V. MODEL PERFORMANCE ANALYSIS

A.   DS1:
The first set of actual data is from the study by Ohba

1984 [15].the system is PL/1 data base application software
,consisting of approximately 1,317,000lines of code .During
nineteen weeks of experiments, 47.65 CPU hours were
consumed and about 328 software errors are removed.

Fitting the model to the actual data means by esti-
mating the model parameter from actual failure data. Here
we used the LSE (non-linear least square estimation) and
MLE to estimate the parameters. Calculations are given in
appendix A

Fig 1. Observed/estimated logistic-exponential and Rayleigh TEF for
DS1.

All parameters of other distribution are estimated through
LSE. The unknown parameters of Logistic-exponential TEF
are á=72(CPU hours), ë=0.04847, and k=1.387.
Correspondingly the estimated parameters of Rayleigh TEF
N=49.32 and b=0.00684/week. Fig.1 plots the comparison
between observed failure data and the data estimated by
Logistic-exponential TEF and Rayleigh TEF. The PE, Bias,
Variation, MRE and RMS-PE for Logistic-exponential and
Rayleigh are listed in Table I. From the TABLE I we can see
that Logistic-exponential has lower PE, Bias, Variation, MRE
and RMS-PE than Rayleigh TEF. We can say that our
proposed model fits better than the other one. In the TABLE
II we have listed estimated values of SRGM with different
testing-efforts. We have also given the values of SSE, R2

and MSE. We observed that our proposed model has smallest
MSE and SSE value when compared with other models. The
95% confidence limits for the all models are given in the
Table III.

 B.   DS2:
The dataset used here presented by wood [2] from

a subset of products for four separate software releases at
Tandem Computer Company. Wood Reported that the
specific products & releases are not identified and the test
data has been suitably transformed in order to avoid
Confidentiality issue. Here we use release 1 for illustrations.
Over the course of 20 weeks, 10000 CPU that SRGM with
logistic-exponential TEF have less MSE than other models.
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VI.   OPTIMAL SOFTWARE RELEASE POLICY

A.   Software Release-Time Based on Reliability Criteria
Generally software release problem associated with the

reliability of a software system. Here in this first we discuss
the optimal time based on reliability criterion. If we know
software has reached its maximum reliability for a particular
time. By that we can decide right time for the software to be
delivered out. Goel and Okumoto [1] first dealed with the
software release problem considering the software cost-
benefit. The conditional reliability function after the last
failure occurs at time t is obtained by

B.   Optimal release time based on cost-reliability
criterion

This section deals with the release policy based on the
cost-reliability criterion. Using the total software cost
evaluated by cost criterion, the cost of testing-effort
expenditures during software testing/development phase and
the cost of fixing errors before and after release are: [9, 13,
25]

Where C1   the cost of correcting an error during testing,
C2 is the cost of correcting an error during the operation, C2
> C1, C3 is the cost of testing per unit testing effort
expenditure and TLC is the software life-cycle length.

From reliability criteria, we can obtain the required
testing time needed to reach the reliability objective R0. Our
aim is to determine the optimal software release time that
minimizes the total software cost to achieve the desired
software reliability. Therefore, the optimal software release
policy for the proposed software reliability can be formulated

as Minimize C(T) subjected to R(t+Ät/t)e” R0 for C2 > C1, C3
>0, Ät>0, 0 < R0 <1.

Differentiate the equation (30) with respect to T and
setting it to zero, we obtain

we can easily get the required testing time needed to reach
the reliability objective R0 . here our goal is to minimize the
total software cost under desired software reliability and then
the optimal software release time is obtained. That is can
minimize the C(T) subjected to R(t+Ät/t)e” R0 where 0< R0
<1 [9,25]
T* =optimal software release time or total testing time
=max{T0, T1}.Where T0 =finite and unique solution T
satisfying Eq.(31)  T1 =finite and unique T satisfying R(t+Ät/
t)=R0

ACEEE  Int. J. on Network Security , Vol. 02, No. 02, Apr 2011

© 2011 ACEEE
DOI: 01.IJNS.02.02.254

43

By combining the above analysis and combining the cost
and reliability requirements we have the following theorem.

Theorem 1: Assume C2<C1<0, C3<0, Ät>0, and 0<R0
<1.  Let T*be the optimal software release time

From the dataset one estimated values of SRGM with
Logistic-exponential TEF á=72(CPU hours),  ë=0.04847 /
week, k=1.387, a=578.8 and r=0.01903 when Ät=0.1 R0
=0.85 and we let C1=2, C2 =50, C3 =150 and TLC =100 the
estimated time T1=37.1 weeks and release time from eq 30
T0 =39.5 weeks. Now optimal Release Time max (37.1, 39.5)
is T*=39.5 weeks. Fig 10 shows the change in software cost
during the time span. Now total cost of the software at optimal
time 8354.

From the dataset two estimated values of SRGM with
Logistic-exponential TEF á=12600(CPU hours), ë=0.06352
/week, k=1.391, a=135.6 and r=0.0001432 when Ät=0.1 R0
=0.85 and we let C1=1, C2 =200, C3 =2 and TLC =100 the
estimated time T1=18.1 weeks and release time from Eq 31
T0 =8.05 weeks. Now optimal Release Time max (8.05, 18.1)
is  T*=18.1 weeks. Fig 11 shows the change in software cost
during the time span. Now total cost of the software at optimal
time 20,100.

CONCLUSION

In this paper, we proposed a SRGM incorporating the
Logistic-exponential testing effort function that is completely
different from the logistic type Curve. We Observed that most
of software failure is time dependent. By incorporating
testing-effort into SRGM we can make realistic assumptions
about the software failure. The experimental results indicate
that our proposed model fits fairly well.
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B. Coefficient of multiple determinations (R2)
Which measures the percentage of total variation about

mean accounted for the fitted model and tells us how well a
curve fits the data. It is frequently employed to compare
model and access which model provies the best fit to the
data. The best model is that which proves higher R2. that is
closer to 1.

C. The predictive Validity Criterion
The capability of the model to predict failure behavior

from present & past failure behavior is called predictive
validity. This approach, which was proposed by [26], can be
represented by computing RE for a data set.

V. MODEL PERFORMANCE ANALYSIS

A.   DS1:
The first set of actual data is from the study by Ohba

1984 [15].the system is PL/1 data base application software
,consisting of approximately 1,317,000lines of code .During
nineteen weeks of experiments, 47.65 CPU hours were
consumed and about 328 software errors are removed.

Fitting the model to the actual data means by esti-
mating the model parameter from actual failure data. Here
we used the LSE (non-linear least square estimation) and
MLE to estimate the parameters. Calculations are given in
appendix A

Fig 1. Observed/estimated logistic-exponential and Rayleigh TEF for
DS1.

All parameters of other distribution are estimated through
LSE. The unknown parameters of Logistic-exponential TEF
are á=72(CPU hours), ë=0.04847, and k=1.387.
Correspondingly the estimated parameters of Rayleigh TEF
N=49.32 and b=0.00684/week. Fig.1 plots the comparison
between observed failure data and the data estimated by
Logistic-exponential TEF and Rayleigh TEF. The PE, Bias,
Variation, MRE and RMS-PE for Logistic-exponential and
Rayleigh are listed in Table I. From the TABLE I we can see
that Logistic-exponential has lower PE, Bias, Variation, MRE
and RMS-PE than Rayleigh TEF. We can say that our
proposed model fits better than the other one. In the TABLE
II we have listed estimated values of SRGM with different
testing-efforts. We have also given the values of SSE, R2

and MSE. We observed that our proposed model has smallest
MSE and SSE value when compared with other models. The
95% confidence limits for the all models are given in the
Table III.

 B.   DS2:
The dataset used here presented by wood [2] from

a subset of products for four separate software releases at
Tandem Computer Company. Wood Reported that the
specific products & releases are not identified and the test
data has been suitably transformed in order to avoid
Confidentiality issue. Here we use release 1 for illustrations.
Over the course of 20 weeks, 10000 CPU that SRGM with
logistic-exponential TEF have less MSE than other models.
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VI.   OPTIMAL SOFTWARE RELEASE POLICY

A.   Software Release-Time Based on Reliability Criteria
Generally software release problem associated with the

reliability of a software system. Here in this first we discuss
the optimal time based on reliability criterion. If we know
software has reached its maximum reliability for a particular
time. By that we can decide right time for the software to be
delivered out. Goel and Okumoto [1] first dealed with the
software release problem considering the software cost-
benefit. The conditional reliability function after the last
failure occurs at time t is obtained by

B.   Optimal release time based on cost-reliability
criterion

This section deals with the release policy based on the
cost-reliability criterion. Using the total software cost
evaluated by cost criterion, the cost of testing-effort
expenditures during software testing/development phase and
the cost of fixing errors before and after release are: [9, 13,
25]

Where C1   the cost of correcting an error during testing,
C2 is the cost of correcting an error during the operation, C2
> C1, C3 is the cost of testing per unit testing effort
expenditure and TLC is the software life-cycle length.

From reliability criteria, we can obtain the required
testing time needed to reach the reliability objective R0. Our
aim is to determine the optimal software release time that
minimizes the total software cost to achieve the desired
software reliability. Therefore, the optimal software release
policy for the proposed software reliability can be formulated

as Minimize C(T) subjected to R(t+Ät/t)e” R0 for C2 > C1, C3
>0, Ät>0, 0 < R0 <1.

Differentiate the equation (30) with respect to T and
setting it to zero, we obtain

we can easily get the required testing time needed to reach
the reliability objective R0 . here our goal is to minimize the
total software cost under desired software reliability and then
the optimal software release time is obtained. That is can
minimize the C(T) subjected to R(t+Ät/t)e” R0 where 0< R0
<1 [9,25]
T* =optimal software release time or total testing time
=max{T0, T1}.Where T0 =finite and unique solution T
satisfying Eq.(31)  T1 =finite and unique T satisfying R(t+Ät/
t)=R0
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By combining the above analysis and combining the cost
and reliability requirements we have the following theorem.

Theorem 1: Assume C2<C1<0, C3<0, Ät>0, and 0<R0
<1.  Let T*be the optimal software release time

From the dataset one estimated values of SRGM with
Logistic-exponential TEF á=72(CPU hours),  ë=0.04847 /
week, k=1.387, a=578.8 and r=0.01903 when Ät=0.1 R0
=0.85 and we let C1=2, C2 =50, C3 =150 and TLC =100 the
estimated time T1=37.1 weeks and release time from eq 30
T0 =39.5 weeks. Now optimal Release Time max (37.1, 39.5)
is T*=39.5 weeks. Fig 10 shows the change in software cost
during the time span. Now total cost of the software at optimal
time 8354.

From the dataset two estimated values of SRGM with
Logistic-exponential TEF á=12600(CPU hours), ë=0.06352
/week, k=1.391, a=135.6 and r=0.0001432 when Ät=0.1 R0
=0.85 and we let C1=1, C2 =200, C3 =2 and TLC =100 the
estimated time T1=18.1 weeks and release time from Eq 31
T0 =8.05 weeks. Now optimal Release Time max (8.05, 18.1)
is  T*=18.1 weeks. Fig 11 shows the change in software cost
during the time span. Now total cost of the software at optimal
time 20,100.

CONCLUSION

In this paper, we proposed a SRGM incorporating the
Logistic-exponential testing effort function that is completely
different from the logistic type Curve. We Observed that most
of software failure is time dependent. By incorporating
testing-effort into SRGM we can make realistic assumptions
about the software failure. The experimental results indicate
that our proposed model fits fairly well.
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Figure 3. Qualitative comparison between our approach and Hi-VT5 [4] indicates that the integration of our global-local encoder enhances
reasoning capabilities, especially when inquiries require multi-page context.
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