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A. Additional comparisons with state-of-the-
art

A.1. Zero-shot recognition on Open30M and
Open70M datasets

To further showcase the scalability of our approach, we fol-
low [2, 4], pretraining our method on a combination of 4
publicly available datasets, dubbed Open30M (see Tab. 6
for composition). The pretraining hyperparameters remain
the same as for YFCC. Once trained, we evaluate it in a
zero-shot manner on the same suite of 11 datasets. As the
results from Tab. 1 show, our approach outperforms all prior
methods, improving upon the prior best result of [2] by
+4.7% aggregated over 11 datasets, including by +3.1% on
ImageNet.

Finally, we extend the Open30M images dataset by
adding RedCaps [1], OpenImages-8M [3] and YFCC-v1,
creating Open70M. As the results from Tabs. 1 and 3 show,
our approach scales well, with consistent gains for both
zero-shot retrieval and classification.

A.2. Linear probe

In addition to zero-shot evaluation, we also present linear
probe results in Tab. 2 for models pre-trained on YFCC15M
and in Tab. 4 for models pre-trained on Open30M. Similar
to zero-shot experiments, we use the clip-benchmark
repository1 to run these experiments. For each dataset, we
cache the features of the training and test sets, and then
use the training set’s features and its ground-truth labels
to train a linear layer on top. The linear linear is trained
for 20 epochs using the standard cross-entropy loss and
AdamW optimizer with a learning rate of 0.1, no weight
decay, and a cosine learning rate scheduler. The trained lin-
ear layer is then used over the cached test features to ob-
tain the accuracy. Similar to zero-shot experiments, our ap-
proach outperforms previous methods by large margins, i.e.,
+7.0% with YFCC15M pertaining (Tab. 2) and +6.2% with
Open30M pertaining over 11 image classification datasets.

1https://github.com/LAION-AI/CLIP_benchmark

B. Additional ablation studies
Sensitivity to the threshold value: The selection of thresh-
old values is intuitive, and the model is generally forgiving
within a certain plateau of values. For Stt and Sii, they are
simply set to high values to target nearly identical samples.
For Sit, we start from the mean score of the positive pairs,
which is 0.29, and explore a few adjacent values, noting
that all values located in the same vicinity perform well as
shown in Tab. 5.

C. Zero-shot classification prompts
For zero-shot recognition, we align with prior work [6, 7],
using the same list of prompts. The full list is defined in
Tab. 7.

D. Zero-shot retrieval evaluation considera-
tions

As the synthetic captions are generated by models pre-
trained on external data, a reasonable question to ask is
wherever there is potential data leakage. For the Flick30k
dataset, no such issues are present, as BLIP2 did not use
any data from the training set of Flickr30k during any of
its training phases. For MSCOCO, we note that only 100k
out of 120M samples used for training BLIP2 were images
from the COCO training set, hence the impact is likely min-
imal, if any. We note here that the current state-of-the-art
method, ALIP, is subject to the same potential issue, as they
also make use of synthetic captions produced by a model
that was pre-trained on MSCOCO data (i.e. OFA).
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CLIP-ViT-B/32 [6] Open30M 77.3 48.1 59.1 58.5 58.2 52.6 17.7 28.0 80.8 3.2 48.8 48.4
HiCLIP-ViT-B/32 [2] Open30M 77.6 56.2 63.9 65.6 62.5 60.7 22.2 38.0 82.4 5.5 52.9 53.4
UniCLIP-ViT-B/32 [4] Open30M 87.8 56.5 64.6 69.2 8.0 61.1 19.5 36.6 84.0 4.7 54.2 49.7
HiDeCLIP-ViT-B/32 [2] Open30M 80.4 54.2 68.9 73.5 66.1 65.2 26.8 44.1 87.8 7.2 56.9 57.4

FFF-ViT-B/32 (Ours) Open30M 92.4 73.6 70.4 79.9 64.1 67.7 41.2 44.3 84.1 5.2 60.0 62.1

FFF-ViT-B/32 (Ours) Open70M 92.7 73.7 79.8 78.8 68.3 68.7 47.3 51.1 86.5 5.3 65.9 65.3

Table 1. Zero-shot classification performance on 11 downstream datasets. Results taken from [2].
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CLIP-ViT-B/32 [6] YFCC15M 86.5 64.7 69.2 64.6 90.6 66.0 24.9 61.3 79.1 23.1 63.0
DeCLIP-ViT-B/32 [5] YFCC15M 89.2 69.0 75.4 72.2 94.4 71.6 31.0 68.8 87.9 27.6 68.7
HiCLIP-ViT-B/32 [2] YFCC15M 89.5 71.1 73.5 70.6 91.9 68.8 30.8 63.9 84.8 27.4 67.2
HiDeCLIP-ViT-B/32 [2] YFCC15M 88.1 70.7 77.6 75.5 95.6 72.2 36.0 70.1 90.0 32.6 70.8
ALIP-ViT-B/32 [7] YFCC15M 94.3 77.8 75.8 76.0 95.1 73.3 33.6 71.7 88.5 36.1 72.2

FFF-ViT-B/32 (Ours) YFCC15M 93.9 78.4 80.3 84.9 94.7 96.2 55.5 72.2 99.9 36.5 79.2

Table 2. Linear probe classification performance on various downstream datasets. All models were pre-trained on YFCC15M. Results
taken from [7].

Text retrieval Image retrieval
Flickr30k MSCOCO Flickr30k MSCOCO

Method
Pre-train
dataset R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

FFF-ViT-B/32 (Ours) YFCC-15M 85.3 97.5 99.4 61.7 84.5 90.4 67.6 89.1 93.3 44.3 70.9 80.1
FFF-ViT-B/32 (Ours) Open30M 87.9 99.2 99.6 64.2 85.8 91.7 72.0 91.4 94.9 46.4 72.6 81.6
FFF-ViT-B/32 (Ours) Open70M 87.5 98.1 99.3 66.6 86.6 91.6 72.9 92.4 95.7 49.1 74.9 83.2

Table 3. Zero-shot image-text retrieval on the test splits of Flickr30k and MSCOCO for models pretrained on YFCC-15M, Open30M and
Open70M.
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CLIP-ViT-B/32 [6] Open30M 92.0 74.7 78.8 80.7 93.7 72.6 55.9 71.4 88.6 29.7 73.8
HiCLIP-ViT-B/32 [2] Open30M 92.8 75.8 80.5 81.3 94.4 73.6 59.4 72.2 90.3 33.6 75.4
DeCLIP-ViT-B/32 [5] Open30M 93.1 76.9 82.0 82.7 96.0 74.9 59.8 74.5 92.6 32.7 76.5
HiDeCLIP-ViT-B/32 [2] Open30M 92.7 75.6 82.9 83.3 95.7 75.6 62.8 74.5 92.0 35.8 77.1

FFF-ViT-B/32 (Ours) Open30M 96.6 84.1 83.8 87.4 95.7 97.3 74.1 75.5 99.9 38.7 83.3

Table 4. Linear probe classification performance on various downstream datasets. All models were pre-trained on Open30M. Results taken
from [2].
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32.4 32.9 32.8 32.8 32.5

Table 5. Effect of the Sit threshold (p1): Zero-shot evaluation on
Imagenet in terms of Top-1 (%) accuracy.

Pre-train dataset Number of examples

SBU 844,574
CC12M 10,503,723
CC3M 2,876,999
YFCC15M-V2 14,864,773

Open30M 29,090,069

Table 6. Number of examples per each training dataset. Open30M
is the combination of all four datasets, i.e., SBU, CC3M, CC12M
and YFCC15M-V2.
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CIFAR 10 & CIFAR 100
a photo of a {label}. a blurry photo of a {label}. a black and white photo of a {label}. a low contrast photo of a {label}.
a high contrast photo of a {label}. a bad photo of a {label}. a good photo of a {label}. a photo of a small {label}.
a photo of a big {label}. a photo of the {label}. a blurry photo of the {label}. a black and white photo of the {label}.
a low contrast photo of the {label}. a high contrast photo of the {label}. a bad photo of the {label}. a good photo of the {label}.
a photo of the small {label}. a photo of the big {label}.

Food101
a photo of {label}, a type of food.

Caltech101
a photo of a {label}. a painting of a {label}. a plastic {label}. a sculpture of a {label}.
a sketch of a {label}. a tattoo of a {label}. a toy {label}. a rendition of a {label}.
a embroidered {label}. a cartoon {label}. a {label} in a video game. a plushie {label}.
a origami {label}. art of a {label}. graffiti of a {label}. a drawing of a {label}.
a doodle of a {label}. a photo of the {label}. a painting of the {label}. the plastic {label}.
a sculpture of the {label}. a sketch of the {label}. a tattoo of the {label}. the toy {label}.
a rendition of the {label}. the embroidered {label}. the cartoon {label}. the {label} in a video game.
the plushie {label}. the origami {label}. art of the {label}. graffiti of the {label}.
a drawing of the {label}. a doodle of the {label}.

Stanford Cars
a photo of a {label}. a photo of the {label}. a photo of my {label}. i love my {label}!
a photo of my dirty {label}. a photo of my clean {label}. a photo of my new {label}. a photo of my old {label}.

DTD
a photo of a {label} texture. a photo of a {label} pattern. a photo of a {label} thing. a photo of a {label} object.
a photo of the {label} texture. a photo of the {label} pattern. a photo of the {label} thing. a photo of the {label} object.

FGVC Aircraft
a photo of a {label}, a type of aircraft. a photo of the {label}, a type of aircraft.

Flowers102
a photo of a {label}, a type of flower.

Pets
a photo of a {label}, a type of pet.

SUN39
a photo of a {label}. a photo of the {label}.

ImageNet
a bad photo of a {label}. a photo of many {label}. a sculpture of a {label}. a photo of the hard to see {label}.
a low resolution photo of the {label}. a rendering of a {label}. graffiti of a {label}. a bad photo of the {label}.
a cropped photo of the {label}. a tattoo of a {label}. the embroidered {label}. a photo of a hard to see {label}.
a bright photo of a {label}. a photo of a clean {label}. a photo of a dirty {label}. a dark photo of the {label}.
a drawing of a {label}. a photo of my {label}. the plastic {label}. a photo of the cool {label}.
a close-up photo of a {label}. a black and white photo of the {label}. a painting of the {label}. a painting of a {label}.
a pixelated photo of the {label}. a sculpture of the {label}. a bright photo of the {label}. a cropped photo of a {label}.
a plastic {label}. a photo of the dirty {label}. a jpeg corrupted photo of a {label}. a blurry photo of the {label}.
a photo of the {label}. a good photo of the {label}. a rendering of the {label}. a {label} in a video game.
a photo of one {label}. a doodle of a {label}. a close-up photo of the {label}. a photo of a {label}.
the origami {label}. the {label} in a video game. a sketch of a {label}. a doodle of the {label}.
a origami {label}. a low resolution photo of a {label}. the toy {label}. a rendition of the {label}.
a photo of the clean {label}. a photo of a large {label}. a rendition of a {label}. a photo of a nice {label}.
a photo of a weird {label}. a blurry photo of a {label}. a cartoon {label}. art of a {label}.
a sketch of the {label}. a embroidered {label}. a pixelated photo of a {label}. itap of the {label}.
a jpeg corrupted photo of the {label}. a good photo of a {label}. a plushie {label}. a photo of the nice {label}.
a photo of the small {label}. a photo of the weird {label}. the cartoon {label}. art of the {label}.
a drawing of the {label}. a photo of the large {label}. a black and white photo of a {label}. the plushie {label}.
a dark photo of a {label}. itap of a {label}. graffiti of the {label}. a toy {label}.
itap of my {label}. a photo of a cool {label}. a photo of a small {label}. a tattoo of the {label}.

Table 7. The list of prompts used to evaluate the performance of zero-shot classification on 11 visual recognition datasets.
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