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## A. Supplementary Derivations

Table 1. Notations of Symbols

| Notation | Definition |
| :---: | :---: |
| $T$ $L$ $\|\theta\|$ $N^{0}$ $N^{l}$ $\phi(\cdot)$ | total number of training sample number of hidden layers of the MLP network total number of parameters of the MLP network the length of each input coordinates vector the width of the $l$-th layer, $l \in[1, L]$ nonlinear activation function |
| $\begin{aligned} & \vec{x}_{i} \\ & \vec{y}_{i} \\ & \mathbf{H}^{0}, \mathbf{X} \\ & \mathbf{H}^{l} \\ & \mathbf{W}^{l} \\ & \vec{b}^{l} \\ & \theta \\ & f(\mathbf{X} ; \theta), \mathbf{H}^{L} \\ & f^{B N}(\mathbf{X} ; \theta) \\ & \mu \\ & \sigma \\ & \mathbf{H} \end{aligned}$ | the $i$-th input coordinates, $i \in[1, T], \vec{x}_{i} \in \mathbb{R}^{N^{0}}$ <br> the signal value corresponding to the $i$-th input coordinates, $\vec{y}_{i} \in \mathbb{R}^{N^{L}}$ stacked by the $T$ inputs $\left[\vec{x}_{1}, \vec{x}_{2}, \ldots, \vec{x}_{T}\right], \mathbf{X} \in \mathbb{R}^{N^{0} \times T}$ <br> the output of the $l$-th layer, $\mathbf{H}^{l} \in \mathbb{R}^{N^{l} \times T}$ <br> the weights of the $l$-th layer, $\mathbf{W}^{l} \in \mathbb{R}^{N^{l} \times N^{l-1}}$ <br> the bias of the $l$-th layer, $\vec{b}^{l} \in \mathbb{R}^{N^{l}}$ <br> the parameters of the network, $\theta=\left\{\mathbf{W}^{l}, \vec{b}^{l} \mid l=1, \ldots, L\right\}$ <br> the final output of the MLP network, $\mathbf{H}^{L} \in \mathbb{R}^{N^{L} \times T}$ <br> the final output of the MLP network with batch normalization <br> $\mu=\mathbb{E}\left[\mathbf{H}^{L}\right]$, the mean value of $\mathbf{H}^{L}$ <br> $\sigma=\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}\right)^{2}\right]-\left(\mathbb{E}\left[\mathbf{H}^{L}\right]\right)^{2}}$, the variance of $\mathbf{H}^{L}$ <br> $\mathbf{H}=\mathbf{H}^{L}-\mu, \mathbf{H} \in \mathbb{R}^{N^{L} \times T}$ |
| $\begin{aligned} & \hline \mathbf{K} \\ & \mathbf{K}^{B N} \\ & \nabla_{\theta} f(\mathbf{X} ; \theta), \nabla_{\theta} \mathbf{H}^{L} \\ & \nabla_{\theta} f^{B N}(\mathbf{X} ; \theta) \\ & \mathbf{D}^{l} \\ & p_{t}^{l}, q_{t}^{l}, p_{s t}^{l}, q_{s t}^{l} \\ & \kappa_{1}, \kappa_{2} \\ & \mathbf{M} \\ & \mathbf{A} \\ & \mathbf{G} \end{aligned}$ | the NTK matrix of standard MLP, $\mathbf{K} \in \mathbb{R}^{T \times T}$ <br> the NTK matrix of MLP with batch normalization, $\mathbf{K}^{B N} \in \mathbb{R}^{T \times T}$ <br> deviation to each parameters of the standard MLP output, $\nabla_{\theta} f(\mathbf{X} ; \theta) \in \mathbb{R}^{\|\theta\| \times T}$ <br> deviation to each parameters of the BN-based MLP output, $\nabla_{\theta} f^{B N}(\mathbf{X} ; \theta) \in \mathbb{R}^{\|\theta\| \times T}$ <br> the gradients matrix of the $l$-th layer, $\mathbf{D}^{l} \in \mathbb{R}^{N^{L} \times T}$ <br> order parameters of the mean field theory <br> two constants corresponding to the order parameters, $\kappa_{1}=\frac{1}{L-1} \sum_{l=1}^{L} p_{t}^{l-1} q_{t}^{l}, \kappa_{2}=\frac{1}{L-1} \sum_{l=1}^{L} p_{s t}^{l-1} q_{s t}^{l}$ matrix computed by the mean field theory, $\mathbf{M} \in \mathbb{R}^{T \times T}$ <br> matrix corresponding to variance division of batch normalization, $\mathbf{A} \in \mathbb{R}^{T \times T}$ <br> matrix corresponding to mean subtraction of batch normalization, $\mathbf{G} \in \mathbb{R}^{T \times T}$ |

[^0]We first introduce all the notations as listed in Table. 1. Note that the derivations are under the hypothesis of infinite (or large enough) network width and sufficient measurements. Thus we can assume that $T=\mathcal{O}(N)$.

## A.1. Derivation for Eqn. 6

First we rewrite the form of the variance $\sigma$ in Eqn. 5 as:

$$
\begin{align*}
\sigma & =\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}\right)^{2}-\mu^{2}\right]}=\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}\right)^{2}+\mu^{2}-2 \mu \mu\right]} \\
& =\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}\right)^{2}\right]+\mathbb{E}\left[\mu^{2}\right]-2 \mathbb{E}\left[\mathbf{H}^{L}\right] \mathbb{E}[\mu]} \\
& =\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}\right)^{2}+\mu^{2}-2 \mathbf{H}^{L} \mu\right]}=\sqrt{\mathbb{E}\left[\left(\mathbf{H}^{L}-\mu\right)^{2}\right]}  \tag{A.1}\\
& =\sqrt{\mathbb{E}\left[\mathbf{H}^{2}\right]}=\sqrt{\frac{\mathbf{H} \mathbf{H}^{\top}}{T}}
\end{align*}
$$

Thus $\nabla_{\theta} f^{B N}(\mathbf{X} ; \theta)$ can be calculated as:

$$
\begin{align*}
\nabla_{\theta} f^{B N}(\mathbf{X} ; \theta) & =\nabla_{\theta} \frac{\mathbf{H}^{L}-\mu}{\sigma}=\nabla_{\theta} \frac{\mathbf{H}}{\sigma} \\
& =\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta} \sigma \mathbf{H}}{\sigma^{2}} \\
& =\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta}\left(\sqrt{\mathbf{H} \mathbf{H}^{\top}}\right) \mathbf{H}}{\sqrt{T} \sigma^{2}} \\
& =\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta}\left(\mathbf{H} \mathbf{H}^{\top}\right) \mathbf{H}}{2 \sqrt{T} \sigma^{2} \sqrt{\mathbf{H} \mathbf{H}^{\top}}}  \tag{A.2}\\
& =\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{2 \nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{2 T \sigma^{2} \sqrt{\frac{\mathbf{H H}^{\top}}{T}}} \\
& =\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{T \sigma^{3}}
\end{align*}
$$

Now we can rewrite the form of $\mathbf{K}^{B N}$ in Eqn. 6 as:

$$
\begin{align*}
\mathbf{K}^{B N} & =\left(\nabla_{\theta} f^{B N}(\mathbf{X} ; \theta)\right)^{\top} \nabla_{\theta} f^{B N}(\mathbf{X} ; \theta) \\
& =\left(\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{T \sigma^{3}}\right)^{\top}\left(\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{T \sigma^{3}}\right) \\
& =\left(\frac{\left(\nabla_{\theta} \mathbf{H}\right)^{\top}}{\sigma}-\frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top}}{T \sigma^{3}}\right)\left(\frac{\nabla_{\theta} \mathbf{H}}{\sigma}-\frac{\nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{T \sigma^{3}}\right) \\
& =\frac{\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{\sigma^{2}}+\frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H} \mathbf{H}^{\top} \mathbf{H}}{T^{2} \sigma^{6}}-2 \frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{T \sigma^{4}}  \tag{A.3}\\
& =\frac{\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{\sigma^{2}}+\frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H} \sigma^{2}}{T \sigma^{6}}-2 \frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{T \sigma^{4}} \\
& =\frac{\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{\sigma^{2}}-\frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{T \sigma^{4}}
\end{align*}
$$

## A.2. Order Parameters of Mean Field Theory

Elements in $\nabla_{\theta} f(\mathbf{X} ; \theta)$. First we denote Mat $_{i j}$ is the element in the $i$-th row and $j$-th column of Mat. This denotation works for every matrix. Each element of the $|\theta| \times T$ matrix $\nabla_{\theta} f(\mathbf{X} ; \theta)$ is computed by the chain rule in a manner similar to that of the back-propagation algorithm, where $|\theta|$ is the number of total parameters, namely, $|\theta|=\sum_{l=1}^{L} N^{l-1} N^{l}$. The elements of the $t$-th column of $\nabla_{\theta} f(\mathbf{X} ; \theta)$ are the differential coefficient of $f\left(\vec{x}_{t} ; \theta\right)$ to all the parameters $\theta$, namely, $\nabla_{\mathbf{W}_{i j}^{l}} f\left(\vec{x}_{t} ; \theta\right)$ for $l=1,2, \ldots, L, i=1,2, \ldots, N^{l-1}$, and $j=1,2, \ldots, N^{l}$. As noted in paper, $\mathbf{W}^{l}$ is the weight matrix of the $l$-th fully-connected
layer, and randomly initiated with Gaussian distribution, namely, $\mathbf{W}_{i j}^{l} \sim \mathcal{N}\left(0, \frac{\sigma_{w}^{2}}{N^{l-1}}\right)$. Thus we can compute each element as:

$$
\begin{align*}
& \nabla_{\mathbf{W}_{i j}^{l}} f\left(\vec{x}_{t} ; \theta\right)=\mathbf{D}_{i t}^{l} \mathbf{H}_{j t}^{l-1}, \quad l=1,1, \ldots, L \\
& \text { where } \quad \mathbf{D}_{i t}^{l}=\phi^{\prime}\left(\sum_{n=1}^{N^{l-1}} \mathbf{W}_{i n}^{l} \mathbf{H}_{i t}^{l-1}+b_{i}^{l}\right) \sum_{n=1}^{N^{l+1}} \mathbf{W}_{n i}^{l+1} \mathbf{D}_{i t}^{l+1}, \quad \mathbf{D}_{i t}^{L}=1 \tag{A.4}
\end{align*}
$$

Order parameters of the mean field theory. For the feed-forward signal propagations, we have:

$$
\begin{align*}
p_{t}^{l} & :=\frac{1}{N^{l}} \sum_{i=1}^{N^{l}} \mathbf{H}_{i t}^{l}{ }^{2} \\
p_{s t}^{l} & :=\frac{1}{N^{l}} \sum_{i=1}^{N^{l}} \mathbf{H}_{i s}^{l} \mathbf{H}_{i t}^{l} \tag{A.5}
\end{align*}
$$

In the context of deep learning, these variables have been utilized to explain the depth to which signals can sufficiently propagate. The variable $p_{s t}^{l}$ is the correlation between the activations for different input samples $\vec{x}_{s}$ and $\vec{x}_{t}$ in the $l$-th layer. Under the large $N$ limit, these variables are given by integration over Gaussian distributions because the pre-activation $\mathbf{W}^{l} \mathbf{H}^{l-1}$ is a weighted sum of independent random parameters and the central limit theorem is applicable, thus we obtain:

$$
\begin{align*}
& p_{t}^{l+1}=\int D u \phi^{2}\left(\sqrt{r_{t}^{l+1} u}\right), \quad r_{t}^{l+1}=\sigma_{\mathrm{W}}^{2} p_{t}^{l}  \tag{A.6}\\
& p_{s t}^{l+1}=I_{\phi}\left[r_{t}^{l+1}, r_{s t}^{l+1}\right], \quad r_{s t}^{l+1}=\sigma_{\mathrm{W}}^{2} p_{s t}^{l}
\end{align*}
$$

with $p_{t}^{0}=1$ and $p_{s t}^{0}=0$. The notation $D u$ means integration over the standard Gaussian density, $I_{\phi}[a, b]$ represents the certain integral:

$$
\begin{align*}
& D u=d u \frac{1}{\sqrt{2 \pi}} e^{\frac{-u^{2}}{2}} \\
& I_{\phi}[a, b]=\int D z_{1} z_{2} \phi\left(\sqrt{a} z_{1}\right) \phi\left(\sqrt{a}\left(c z_{1}+\sqrt{1-c^{2}} z_{2}\right)\right), \quad c=\frac{b}{a} \tag{A.7}
\end{align*}
$$

Since $p_{t}^{0}=1$ and $p_{s t}^{0}=0$ are established for all $s$ and $t$, thus $p_{s t}^{l}$ takes the same value for all $s \neq t$, and so dose $p_{t}^{l}$ for all $t$.
For the back-propagation, we have following variables:

$$
\begin{align*}
& q_{t}^{l}:=\sum_{i=1}^{N^{l}} \mathbf{D}_{i t}^{l}{ }^{2} \\
& q_{s t}^{l}:=\sum_{i=1}^{N^{l}} \mathbf{D}_{i s}^{l} \mathbf{D}_{i t}^{l} \tag{A.8}
\end{align*}
$$

Since they are defined not by averages but by the sums, they remain $\mathcal{O}(1)$ because $C=\mathcal{O}(1) . q_{s t}$ is the correlation of back-propagated signals. To compute these quantities, we have the following recurrence relations $(l=0, \ldots, L-1)$ :

$$
\begin{align*}
& q_{t}^{l}=\sigma_{\mathrm{W}}^{2} q_{t}^{l+1} \int D u\left[\phi^{\prime}\left(\sqrt{r_{t}^{l}} u\right)\right]^{2}  \tag{A.9}\\
& q_{s t}^{l}=\sigma_{\mathrm{W}}^{2} q_{s t}^{l+1} I_{\phi^{\prime}}\left[r_{t}^{l}, r_{s t}^{l}\right]
\end{align*}
$$

with $q_{t}^{L}=q_{s t}^{L}=1$ because of the linear outputs. Since $q_{t}^{L}=q_{s t}^{L}=1$ are established for all $s$ and $t$, thus $q_{s t}^{l}$ takes the same value for all $s \neq t$, and so dose $q_{t}^{l}$ for all $t$.

The variables $\left(p_{t}^{l}, q_{t}^{l}, p_{s t}^{l}, q_{s t}^{l}\right)$ depend only on the variance parameters $\sigma_{\mathrm{W}}^{2}$, not on the unit indices. In that sense, they are referred to as macroscopic variables, namely, the order parameters in statistical physics. Furthermore, the recurrence relations for the macroscopic variables simply require $L$ iterations of one- and two-dimensional numerical integrals.

## A.3. Derivation for Eqn. 7 and Eqn. 8

Now we calculate each element $\mathbf{K}_{s t}$ in the $s$-th row and $t$-th column of the $T \times T$ NTK matrix $\mathbf{K}$ :

$$
\begin{align*}
\mathbf{K}_{s t} & =\left(\left(\nabla_{\theta} f(\mathbf{X} ; \theta)\right)^{\top} \nabla_{\theta} f(\mathbf{X} ; \theta)\right)_{s t} \\
& =\sum_{l=1}^{L} \sum_{i=1}^{N^{l}} \sum_{j=1}^{N^{l-1}} \nabla_{\mathbf{W}_{i j}^{l}} f\left(\vec{x}_{s} ; \theta\right) \nabla_{\mathbf{W}_{i j}^{l}} f\left(\vec{x}_{t} ; \theta\right) \\
& =\sum_{l=1}^{L} \sum_{i=1}^{N^{l}} \sum_{j=1}^{N^{l-1}} \mathbf{D}_{i s}^{l} \mathbf{H}_{j s}^{l-1} \mathbf{D}_{i t}^{l} \mathbf{H}_{j t}^{l-1}  \tag{A.10}\\
& =\sum_{l=1}^{L} \sum_{j=1}^{N^{l-1}} \mathbf{H}_{j s}^{l-1} \mathbf{H}_{j t}^{l-1} \sum_{i=1}^{N^{l}} \mathbf{D}_{i s}^{l} \mathbf{D}_{i t}^{l} \\
& =\sum_{l=1}^{L} N^{l-1} \frac{1}{N^{l-1}} \sum_{j=1}^{N^{l-1}} \mathbf{H}_{j s}^{l-1} \mathbf{H}_{j t}^{l-1} \sum_{i=1}^{N^{l}} \mathbf{D}_{i s}^{l} \mathbf{D}_{i t}^{l}
\end{align*}
$$

For $s \neq t$, we have:

$$
\begin{align*}
& \frac{1}{N^{l-1}} \sum_{j=1}^{N^{l-1}} \mathbf{H}_{j s}^{l-1} \mathbf{H}_{j t}^{l-1}=p_{s t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)  \tag{A.11}\\
& \sum_{i=1}^{N^{l}} \mathbf{D}_{i s}^{l} \mathbf{D}_{i t}^{l}=q_{s t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)
\end{align*}
$$

Thus for $\mathbf{K}_{s t}$ :

$$
\begin{align*}
\mathbf{K}_{s t} & =\sum_{l=1}^{L} N^{l-1}\left(p_{s t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)\right)\left(q_{s t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)\right) \\
& =(L-1) N \kappa_{2}+\mathcal{O}(\sqrt{N})  \tag{A.12}\\
& \text { where, } \quad \kappa_{2}=\sum_{l=1}^{L} \frac{1}{L-1} p_{s t}^{l-1} q_{s t}^{l}
\end{align*}
$$

Similarly, for $s=t$, we have:

$$
\begin{align*}
& \frac{1}{N^{l-1}} \sum_{j=1}^{N^{l-1}} \mathbf{H}_{j t}^{l-1} \mathbf{H}_{j t}^{l-1}=p_{t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)  \tag{A.13}\\
& \sum_{i=1}^{N^{l}} \mathbf{D}_{i t}^{l} \mathbf{D}_{i t}^{l}=q_{t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)
\end{align*}
$$

Thus for $\mathbf{K}_{t t}$ :

$$
\begin{align*}
\mathbf{K}_{t t} & =\sum_{l=1}^{L} N^{l-1}\left(p_{t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)\right)\left(q_{t}^{l}+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)\right) \\
& =(L-1) N \kappa_{1}+\mathcal{O}(\sqrt{N})  \tag{A.14}\\
& \text { where, } \quad \kappa_{1}=\sum_{l=1}^{L} \frac{1}{L-1} p_{t}^{l-1} q_{t}^{l}
\end{align*}
$$

Thus the $T \times T$ NTK matrix of the coordinate network $\mathbf{K}=\left(\nabla_{\theta} \mathbf{H}^{L}\right)^{\top} \nabla_{\theta} \mathbf{H}^{L}$ can be calculated and re-written in the explicit numerical form as:

$$
\mathbf{K}_{i j}= \begin{cases}(L-1) N \kappa_{1}+\mathcal{O}(\sqrt{N}), & \text { for } i=j  \tag{A.15}\\ (L-1) N \kappa_{2}+\mathcal{O}(\sqrt{N}), & \text { for } i \neq j\end{cases}
$$

namely:

$$
\begin{equation*}
\mathbf{K}=(L-1) N \mathbf{M}+\mathcal{O}(\sqrt{N}) \tag{A.16}
\end{equation*}
$$

where $\mathbf{M}$ is a $T \times T$ matrix:

$$
\begin{gather*}
\mathbf{M}=\left[\begin{array}{cccc}
\kappa_{1} & \kappa_{2} & \cdots & \kappa_{2} \\
\kappa_{2} & \kappa_{1} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \kappa_{2} \\
\kappa_{2} & \cdots & \kappa_{2} & \kappa_{1}
\end{array}\right]  \tag{A.17}\\
\kappa_{1}=\frac{1}{L-1} \sum_{l=1}^{L} p_{t}^{l-1} q_{t}^{l}, \quad \kappa_{2}=\frac{1}{L-1} \sum_{l=1}^{L} p_{s t}^{l-1} q_{s t}^{l}
\end{gather*}
$$

$\kappa_{1}$ and $\kappa_{2}$ are two constant values corresponding to the order parameters of the mean field theory $p_{t}^{l}, q_{t}^{l}, p_{s t}^{l}, q_{s t}^{l}$.

## A.4. Derivation for Eqn. 9

$$
\begin{aligned}
\mathbf{K}^{B N} & =\frac{\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{\sigma^{2}}-\frac{\mathbf{H}^{\top} \mathbf{H}\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}}{T \sigma^{4}} \\
& =\left(\frac{\mathbf{I}}{\sigma^{2}}-\frac{\mathbf{H}^{\top} \mathbf{H}}{T \sigma^{4}}\right)\left(\left(\nabla_{\theta} \mathbf{H}\right)^{\top} \nabla_{\theta} \mathbf{H}\right) \\
\because \mathbf{H}= & \mathbf{H}^{L}-\mu \\
\therefore \nabla_{\theta} \mathbf{H} & =\nabla_{\theta} \mathbf{H}^{L}-\nabla_{\theta} \mu \\
\therefore \mathbf{K}^{B N} & =\left(\frac{\mathbf{I}}{\sigma^{2}}-\frac{\mathbf{H}^{\top} \mathbf{H}}{T \sigma^{4}}\right)\left(\nabla_{\theta} \mathbf{H}^{L}-\nabla_{\theta} \mu\right)^{\top}\left(\nabla_{\theta} \mathbf{H}^{L}-\nabla_{\theta} \mu\right) \\
& =\mathbf{A}\left(\nabla_{\theta} \mathbf{H}^{L}-\nabla_{\theta} \mu\right)^{\top}\left(\nabla_{\theta} \mathbf{H}^{L}-\nabla_{\theta} \mu\right) \\
\text { where } \mathbf{A} & =\frac{1}{\sigma^{2}}\left(\mathbf{I}-\frac{1}{T} \frac{\mathbf{H}^{\top} \mathbf{H}}{\sigma^{2}}\right)
\end{aligned}
$$

## A.5. Derivation for Eqn. 11 and Eqn. 12

We have obtained in paper that $\mathbf{K}^{B N}=(L-1) N \mathbf{A M}^{B N}+\mathcal{O}(\sqrt{N})$, and $\mathbf{M}^{B N}=\mathbf{G}^{\top} \mathbf{M G}$. Thus we first derive the numerical value of each element in $\mathbf{M}^{B N}$, then we deduce $\mathbf{A M}^{B N}$.

Derivation for Eqn.11. To clarify the derivation, we first calculate $\mathbf{R}=\mathbf{G}^{\top} \mathbf{M}$, then calculate $\mathbf{M}^{B N}=\mathbf{R G}$ :

$$
\begin{align*}
& \because \mathbf{G}=\left[\begin{array}{cccc}
\frac{T-1}{T} & -\frac{1}{T} & \cdots & -\frac{1}{T} \\
-\frac{1}{T} & \frac{T-1}{T} & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\frac{1}{T} \\
-\frac{1}{T} & \cdots & -\frac{1}{T} & \frac{T-1}{T}
\end{array}\right], \quad \mathbf{M}=\left[\begin{array}{cccc}
\kappa_{1} & \kappa_{2} & \cdots & \kappa_{2} \\
\kappa_{2} & \kappa_{1} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \kappa_{2} \\
\kappa_{2} & \cdots & \kappa_{2} & \kappa_{1}
\end{array}\right] \\
& \therefore \mathbf{G}_{i j}=\left\{\begin{array}{ll}
\frac{T-1}{T}, & \text { for } i=j \\
-\frac{1}{T}, & \text { for } i \neq j
\end{array}, \quad \mathbf{M}_{i j}= \begin{cases}\kappa_{1}, & \text { for } i=j \\
\kappa_{2}, & \text { for } i \neq j\end{cases} \right. \\
& \therefore \mathbf{R}_{i j}= \begin{cases}\frac{T-1}{T} \kappa_{1}-(T-1) \frac{1}{T} \kappa_{2}, & \text { for } i=j \\
-\frac{1}{T} \kappa_{1}+\frac{T-1}{T} \kappa_{2}-(T-2) \frac{1}{T} \kappa_{2}, & \text { for } i \neq j\end{cases} \\
& = \begin{cases}\frac{T-1}{T}\left(\kappa_{1}-\kappa_{2}\right), & \text { for } i=j \\
\frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i \neq j\end{cases} \\
& \therefore \mathbf{M}_{i j}^{B N}= \begin{cases}\frac{T-1}{T} \frac{T-1}{T}\left(\kappa_{1}-\kappa_{2}\right)-(T-1) \frac{1}{T} \frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i=j \\
\frac{T-1}{T} \frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right)-\frac{1}{T} \frac{T-1}{T}\left(\kappa_{1}-\kappa_{2}\right)-(T-2) \frac{1}{T} \frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i \neq j\end{cases}  \tag{A.19}\\
& = \begin{cases}\frac{(T-1)^{2}+(T-1)}{T^{2}}\left(\kappa_{1}-\kappa_{2}\right), & \text { for } i=j \\
\frac{(T-1)+(T-1)-(T-2)}{T^{2}}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i \neq j\end{cases} \\
& = \begin{cases}\frac{T(T-1)}{T^{2}}\left(\kappa_{1}-\kappa_{2}\right), & \text { for } i=j \\
\frac{T}{T^{2}}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i \neq j\end{cases} \\
& = \begin{cases}\frac{T-1}{T}\left(\kappa_{1}-\kappa_{2}\right), & \text { for } i=j \\
\frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right), & \text { for } i \neq j\end{cases} \\
& \therefore \mathbf{M}=\left[\begin{array}{cccc}
\frac{(T-1)}{T}\left(\kappa_{1}-\kappa_{2}\right) & \frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right) & \cdots & \frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right) \\
\frac{1}{T}\left(\kappa_{2}-\kappa_{1}\right) & \frac{(T-1)}{T}\left(\kappa_{1}-\kappa_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \frac{1}{T}\left(\kappa_{1}-\kappa_{2}\right) \\
\frac{1}{T}\left(\kappa_{1}-\kappa_{2}\right) & \cdots & \frac{1}{T}\left(\kappa_{1}-\kappa_{2}\right) & \frac{(T-1)}{T}\left(\kappa_{1}-\kappa_{2}\right)
\end{array}\right]
\end{align*}
$$

Derivation for Eqn.12. Now we can deduce the formulation of $\mathbf{A M}^{B N}$ :

$$
\begin{align*}
\mathbf{A M}^{B N} & =\frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}}\left(\mathbf{I}-\frac{1}{T} \frac{\mathbf{H}^{\top} \mathbf{H}}{\sigma^{2}}\right)\left[\begin{array}{cccc}
\frac{T-1}{T} & -\frac{1}{T} & \cdots & -\frac{1}{T} \\
-\frac{1}{T} & \frac{T-1}{T} & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\frac{1}{T} \\
-\frac{1}{T} & \cdots & -\frac{1}{T} & \frac{T-1}{T}
\end{array}\right] \\
& =\frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}}\left(\left[\begin{array}{cccc}
\frac{T-1}{T} & -\frac{1}{T} & \cdots & -\frac{1}{T} \\
-\frac{1}{T} & \frac{T-1}{T} & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\frac{1}{T} \\
-\frac{1}{T} & \cdots & -\frac{1}{T} & \frac{T-1}{T}
\end{array}\right]-\frac{1}{T \sigma^{2}} \mathbf{H}^{\top} \mathbf{H}\left[\begin{array}{cccc}
\frac{T-1}{T} & -\frac{1}{T} & \cdots & -\frac{1}{T} \\
-\frac{1}{T} & \frac{T-1}{T} & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\frac{1}{T} \\
-\frac{1}{T} & \cdots & -\frac{1}{T} & \frac{T-1}{T}
\end{array}\right]\right)  \tag{A.20}\\
& \approx \frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}}\left(\mathbf{I}-\frac{1}{T \sigma^{2}} \mathbf{H}^{\top} \mathbf{H} \frac{T-1}{T} \mathbf{I}\right) \\
& =\frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}}\left(\mathbf{I}-\frac{1}{T \sigma^{2}}\left(1-\frac{1}{T}\right) \mathbf{H}^{\top} \mathbf{H}\right) \\
& \approx \frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}} \mathbf{I}
\end{align*}
$$

thus: $\quad \mathbf{K}^{B N}=(L-1) N \mathbf{A} \mathbf{M}^{B N}+\mathcal{O}(\sqrt{N}) \approx(L-1) N \frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}} \mathbf{I}+\mathcal{O}(\sqrt{N})$

## A.6. Derivation for Eqn. 14

Here we calculate the statistic characteristics (namely, mean value $m_{\lambda}$, second momentum $s_{\lambda}$ variance $v_{\lambda}$ and the maximum eigenvalue $\lambda_{\max }$ ) of the NTKs' eigenvalues of standard MLP and BN-based MLP in detail. According to the matrix theory, these values could be calculated or estimated by,

$$
\begin{align*}
& m_{\lambda}=\frac{1}{T} \operatorname{Trace}(\mathbf{K})=\frac{1}{T} \sum_{i=1}^{T} K_{i i} \\
& s_{\lambda}=\frac{1}{T} \sum_{i=1}^{T} \lambda_{i}^{2}=\frac{1}{T} \operatorname{Trace}\left(\mathbf{\mathbf { K K } ^ { \top }}\right)=\frac{1}{T} \sum_{i=1}^{T}\left(\mathbf{K K}^{\top}\right)_{i i}  \tag{A.21}\\
& v_{\lambda}=s_{\lambda}-m_{\lambda}^{2} \\
& \frac{s_{\lambda}}{m_{\lambda}}=\frac{\sum_{i=1}^{T} \lambda_{i}^{2}}{\sum_{i=1}^{T} \lambda_{i}} \leq \lambda_{\max } \leq \sqrt{\sum_{i=1}^{T} \lambda_{i}^{2}}=\sqrt{T s_{\lambda}}
\end{align*}
$$

## Standard MLP.

For the original coordinate network, the NTK can be explicitly written as:

$$
\begin{align*}
& \because \mathbf{K}=(L-1) N \mathbf{M}+\mathcal{O}(\sqrt{N}) \\
& \therefore \mathbf{K}_{i j}= \begin{cases}(L-1) N \kappa_{1}+\mathcal{O}(\sqrt{N}), & \text { for } i=j \\
(L-1) N \kappa_{2}+\mathcal{O}(\sqrt{N}), & \text { for } i \neq j\end{cases} \tag{A.22}
\end{align*}
$$

Thus the mean value can be calculated as:

$$
\begin{equation*}
m_{\lambda}=\frac{(L-1) N T \kappa_{1}+\mathcal{O}(\sqrt{N}) T}{T} \sim \mathcal{O}(N) \tag{A.23}
\end{equation*}
$$

To calculate the second momentum, we first calculate the $\mathbf{S}=\mathbf{K K}^{\top}$ as(for simplicity, we denote $(L-1) \kappa_{1},(L-1) \kappa_{2}$ as $\left.\tilde{\kappa}_{1}, \tilde{\kappa}_{2}\right)$ :

$$
\begin{align*}
\mathbf{S}_{i j} & = \begin{cases}\left(N \tilde{\kappa}_{1}+\mathcal{O}(\sqrt{N})\right)^{2}+(T-1)\left(N \tilde{\kappa}_{2}+\mathcal{O}(\sqrt{N})\right)^{2}, & \text { for } i=j \\
2\left(N \tilde{\kappa}_{1}+\mathcal{O}(\sqrt{N})\right)\left(N \tilde{\kappa}_{2}+\mathcal{O}(\sqrt{N})\right)+(T-2)\left(N \tilde{\kappa}_{2}+\mathcal{O}(\sqrt{N})\right), & \text { for } i \neq j\end{cases}  \tag{A.24}\\
& = \begin{cases}N^{2}\left((T-1) \tilde{\kappa}_{2}^{2}+\tilde{\kappa}_{1}^{2}\right)+2 N \mathcal{O}(\sqrt{N})\left((T-1) \tilde{\kappa}_{2}+\tilde{\kappa}_{1}\right)+\mathcal{O}(N) T, & \text { for } i=j \\
N^{2}\left((T-2) \tilde{\kappa}_{2}^{2}+2 \tilde{\kappa}_{1} \tilde{\kappa}_{2}\right)+2 N \mathcal{O}(\sqrt{N})\left((T-1) \tilde{\kappa}_{2}+\tilde{\kappa}_{1}\right)+\mathcal{O}(N) T, & \text { for } i \neq j\end{cases}
\end{align*}
$$

Thus the second momentum can be calculated as:

$$
\begin{equation*}
s_{\lambda}=\frac{1}{T} \sum_{i=1}^{T} S_{i i}=N^{2}\left((T-1) \tilde{\kappa}_{2}^{2}+\tilde{\kappa}_{1}^{2}\right)+2 N \mathcal{O}(\sqrt{N})\left((T-1) \tilde{\kappa}_{2}+\tilde{\kappa}_{1}\right)+\mathcal{O}(N) T \sim \mathcal{O}\left(N^{3}\right) \tag{A.25}
\end{equation*}
$$

Now we can accordingly deduce the variance and maximum eigenvalue as:

$$
\begin{align*}
& v_{\lambda} \sim \mathcal{O}\left(N^{3}\right)-\mathcal{O}\left(N^{2}\right) \sim \mathcal{O}\left(N^{3}\right) \\
& \mathcal{O}\left(N^{2}\right) \leq \lambda_{\max } \leq \mathcal{O}\left(N^{2}\right), \quad \lambda_{\max } \sim \mathcal{O}\left(N^{2}\right) \tag{A.26}
\end{align*}
$$

## BN-based MLP.

For the coordinate network with batch normalization, the NTK $\mathbf{K}^{B N}$ can be explicitly written as:

$$
\begin{align*}
& \because \mathbf{K}^{B N} \approx(L-1) N \frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}} \mathbf{I}+\mathcal{O}(\sqrt{N}) \\
& \therefore \mathbf{K}_{i j}^{B N} \approx \begin{cases}(L-1) N \frac{\kappa_{1}-\kappa_{2}}{\sigma^{2}}+\mathcal{O}(\sqrt{N}), & \text { for } i=j \\
\mathcal{O}(\sqrt{N}), & \text { for } i \neq j\end{cases} \tag{A.27}
\end{align*}
$$

| Value type | Standard MLP. | BN-based MLP. |
| :---: | :---: | :---: |
| $m_{\lambda}$ | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ |
| $v_{\lambda}$ | $\mathcal{O}\left(N^{3}\right)$ | $\mathcal{O}\left(N^{\frac{3}{2}}\right)$ |
| $\lambda_{\max }$ | $\mathcal{O}\left(N^{2}\right)$ | $\left[\mathcal{O}(N), \mathcal{O}\left(N^{\frac{3}{2}}\right)\right]$ |

Table 2. Comparisons of statistical characteristics of eigenvalues in NTKs without and with batch normalization.

Thus the mean value can be calculated as:

$$
\begin{equation*}
m_{\lambda}=\frac{(L-1)}{\sigma^{2}} \frac{N T\left(\kappa_{1}-\kappa_{2}\right)}{T}+\frac{\mathcal{O}(\sqrt{N}) T}{T} \sim \mathcal{O}(N) \tag{A.28}
\end{equation*}
$$

To calculate the second momentum, we first calculate the $\mathbf{S}^{B N}=\mathbf{K}^{B N}\left(\mathbf{K}^{B N}\right)^{\top}$ as(for simplicity, we denote $\frac{(L-1)}{\sigma^{2}}\left(\kappa_{1}-\right.$ $\kappa_{2}$ ) as $\kappa$ ):

$$
\begin{align*}
\mathbf{S}_{i j}^{B N} & = \begin{cases}(N \kappa+\mathcal{O}(\sqrt{N}))^{2}+(T-1)(\mathcal{O}(\sqrt{N}))^{2}, & \text { for } i=j \\
2 \mathcal{O}(\sqrt{N})(N \kappa+\mathcal{O}(\sqrt{N}))+(T-2)(\mathcal{O}(\sqrt{N}))^{2}, & \text { for } i \neq j\end{cases} \\
& = \begin{cases}N^{2} \kappa^{2}+T \mathcal{O}(N)+2 N \mathcal{O}(\sqrt{N}) \kappa, & \text { for } i=j \\
2 N \mathcal{O}(\sqrt{N}) \kappa+T \mathcal{O}(N), & \text { for } i \neq j\end{cases} \tag{A.29}
\end{align*}
$$

Thus the second momentum can be calculated as:

$$
\begin{equation*}
s_{\lambda}=N^{2} \kappa^{2}+T \mathcal{O}(N)+2 N \mathcal{O}(\sqrt{N}) \kappa \sim \mathcal{O}\left(N^{2}\right)+\mathcal{O}\left(N^{\frac{3}{2}}\right) \tag{A.30}
\end{equation*}
$$

Now we can accordingly deduce the variance and maximum eigenvalue as:

$$
\begin{align*}
& v_{\lambda} \sim \mathcal{O}\left(N^{2}\right)+\mathcal{O}\left(N^{\frac{3}{2}}\right)-\mathcal{O}\left(N^{2}\right) \sim \mathcal{O}\left(N^{\frac{3}{2}}\right) \\
& \mathcal{O}(N) \leq \lambda_{\max } \leq \mathcal{O}\left(N^{\frac{3}{2}}\right) \tag{A.31}
\end{align*}
$$

We summary the statistical characteristics of NTKs' eigenvalues in Table 2.
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