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Supplementary Material

In this supplementary document, we first provide addi-
tional evaluations of the novel view and expression synthe-
sis of faces (Sec. 1 & 2). We further provide details for our
implementation (Sec. 3) and comparison to baseline meth-
ods (Sec. 4). We also ablate our model for different design
choices and training scheme (Sec. 5). Finally, we discuss
the effect of the topology, expressiveness, and accuracy of
the input meshes on the generated face images (Sec. 6).

1. Novel view synthesis of faces

Comparison to EG3D: We conduct an additional evalua-
tion to compare our method with EG3D [2] for novel view
synthesis on the FaceScape dataset [20]. Fig. 1 shows the
qualitative results. The novel view synthesis with the op-
timized latent code obtained by GAN inversion of EG3D
from the input view does not preserve the identity well and
fails to generate realistic side views. This can be largely
attributed to the fact that the model is trained on mostly
frontal views. Note that since EG3D requires fixed cam-
era distance, and the scale of the face on the pre-trained
model is not available, it is not possible to use the real cam-
era parameters for novel view synthesis. Instead, we render
images with their camera parameters and use NeuS2 [17]
for mesh reconstruction and novel view synthesis. How-
ever, it is still challenging to align the EG3D meshes accu-
rately with the ground truth. Therefore, we do not perform
a quantitative evaluation for this method and only show the
qualitative results in the figure.

Geometry evaluation: In addition, we reconstruct the
meshes for all the baselines and our method using NeuS2
[17] and compare the geometry quality. Since the hairstyle
sometimes varies among each generated batch of 16 views
in our method, we only reconstruct the mesh using one
of the batches of generated images. For a fair compari-
son, we only use the first 16 generated views to reconstruct
the meshes for all baselines. Instead of using the provided
ground truth mesh scans in the FaceScape dataset, we also
reconstruct the ground truth meshes with NeuS2, using all
ground truth target views whose absolute camera azimuth
is less than 90 degrees. We consider this evaluation strat-
egy since some parts of the capture devices are visible in
the ground truth mesh scans, but not in the reconstructed
meshes of any of the compared methods.

Fig. 2 and Tab. 1 display the qualitative and quantitative
results of the mesh reconstructions of faces. We report the
Chamfer Distance and Volume IoU [13] for geometry accu-

Method Chamfer Distance ↓ Volume IoU ↑
zero-1-to-3 [10] 0.0950 0.0613
SyncDreamer [11] 0.0138 0.7947
SSD-NeRF [3] 0.0154 0.7801
pixelNeRF [21] 0.0118 0.8218
Ours 0.0130 0.8048

Table 1. Quantitative evaluation of geometry for novel view
synthesis of faces. Colors denote the 1st and 2nd best-
performing models. See Sec. 1 for details.

racy. Even though our meshes demonstrate good geometric
details, the quantitative scores are slightly outperformed by
pixelNeRF, which however produces overly coarse meshes
due to its blurry rendering results. We suspect the main rea-
son to be that our model sometimes generates a hairstyle
that is different from the one in the input image, e.g., long
hair for male subjects. Overall, the meshes reconstructed
from our method are visually comparable to the ones from
SyncDreamer. However, our method preserves better re-
semblance, as shown in Fig. 3 of the paper, and has the
additional advantage of the capability of facial expression
rigging over SyncDreamer.

2. Novel facial expression synthesis

Expression rigging with ControlNet: We test the ability
of ControlNet [22] of facial expression rigging by using the
OpenPose [1] model for human pose conditioning and the
projected ground truth facial keypoints as input image. We
first personalize the Stable Diffusion 1.5 model [14] with
DreamBooth [15] using one or multiple images of the test
subject. Fig. 3 shows that the personalized model finetuned
on the single input view tends to overfit to the specific facial
expression in the input image. The model finetuned with 16
views of the test subject in random views and random fa-
cial expressions, however, fails to generate images with the
correct facial expressions conditioning merely on the facial
keypoint maps. We believe the main reason to be that the
current human pose conditioning model isn’t trained with
various facial expressions. A specific facial expression con-
ditioning model with facial keypoint maps as inputs could
potentially enhance the ability of expression rigging.

Geometry evaluation: Fig. 4 and Tab. 2 show the qual-
itative and quantitative results of the mesh reconstructions
on face novel expression synthesis. In this case, our method
outperforms the baselines in terms of both visual qualities



Figure 1. Additional qualitative results on novel view synthesis of faces. EG3D [2] fails to generate side views with good quality, while
our method generates high-fidelity images in all views.

Figure 2. Mesh reconstruction of faces. EG3D [2] generates bad geometries for side views. SSD-NeRF [3] and pixelNeRF produce overly
coarse geometries. SyncDreamer [11] and our method produces meshes with a comparable amount of details, but our method preserves
better facial resemblance (Fig. 3 in the paper) and has the additional capability for expression rigging.

Single image input: Chamfer Distance ↓ Volume IoU ↑
MoFaNeRF [23] 0.0234 0.7281
DECA [7] 0.0279 0.6818
DiffusionRig* [6] 0.0284 0.6383
Ours 0.0113 0.7670

Table 2. Quantitative evaluation of geometry for novel facial
expression synthesis.

and geometry metrics.
Overall, we believe that although the precise geometry

evaluation metrics are well suited for examining the recon-
struction fidelity of multi-view NeRF-based methods, they
are less reflective of the model performance in the case
of generative models working in highly underconstrained
single-image setups.

For the animation of the meshes and textures for all
methods, please refer to our project website.

3. Implementation details

Layers Layer Description Output Dim
1-2 2 × (3 × 3 × 3 conv, stride=1) D×H×W×16
3 3 × 3 × 3 conv, stride=2 1⁄2D×1⁄2H×1⁄2W×32
4-5 2 × (3 × 3 × 3 conv, stride=1) 1⁄2D×1⁄2H×1⁄2W×32
6 3 × 3 × 3 conv, stride=2 1⁄4D×1⁄4H×1⁄4W×64
7-9 3 × (3 × 3 × 3 conv, stride=2) 1⁄4D×1⁄4H×1⁄4W×64

Table 3. Architecture of our SparseConvNet.

We train our model with the AdamW [12] optimizer and
a total batch size of 140 images for 6k steps (≈36 hours)

using two 80GB NVIDIA A100 GPUs. The learning rate
for training the UNet is increased from 1e-6 to 5e-5 with
100 warm-up steps [8]. The learning rate for the remain-
ing trainable modules are set to 5e-4. During each training
step, we randomly select 1 view as input and N = 16 target
views. For inference, our method takes about 25 seconds to
generate 16 target views from a single input image using 50
DDIM [16] steps with an NVIDIA RTX 3090 GPU.

Tab. 3 shows the architecture of our SparseConvNet fθ
(introduced in Section 3.2 in the paper). Given vertex fea-
tures VF ∈ Rnv×d, where nv is the number of vertices and
d is the dimensionality of the noise features, a sparse vol-
ume VS ∈ RD×H×W×d filled with the sparse vertex fea-
tures is first constructed. Here, D,H,W are determined by
the size of the bounding box of the face/full-body mesh,
which differs for each mesh. Then, the SparseConvNet
downsamples the size of the volume by 4 times, while in-
creasing the number of channels to fV by 4 times, and trilin-
early interpolates the 3DMM-aware feature grid FV from
the downsampled volume. The SparseConvNet is imple-
mented using the Spconv library [4].

In practice, we upsample the noisy image features to 16
channels with a 2D CNN block pretrained in SyncDreamer,
and unproject and interpolate these noise features to con-
struct VF . Therefore, we have d = 16 and fV = 64. The
size of the grid FV is set as x = y = z = 32, and the size
of the frustums F(i) are set as hF = wF = 32, dF = 48.

We set the voxel size for our SparseConvNet to 0.005 and
the length of frustum volume to

√
3/2, same as their defaults

in SyncDreamer.



Figure 3. Facial expression rigging with ControlNet [22] on personalized DreamBooth [15] models. The model trained with a single
view overfits to the expression in the training image, while the model trained with multiple views in different facial expressions fails to
generate the correct facial expression based on the provided conditioning facial keypoints maps.

Figure 4. Mesh Reconstruction for novel expression synthesis. DiffusionRig requires per-subject finetuning with additional images
and is thus denoted with the ∗ symbol. For DECA [7], we simply show the pseudo ground truth FLAME [9] mesh since it only renders
the predicted albedo map onto this coarse mesh. MoFaNeRF [23] and DiffusionRig [6] produce overly coarse geometries. Our method
generates the highest amount of details and preserves the best geometry of the target subject.

Figure 5. Ablation studies of our proposed model v.s. differ-
ent design choices and train- ing strategies. Ablated models
correspond to training with same facial expression for input and
target views (1), not finetuning the UNet along with the condi-
tioning module (2), and training with FLAME meshes fitted to 3D
keypoints instead of the ground truth bilinear meshes (3). Model
(1) overfits to the input views and tends to ignore the target fa-
cial expressions. Model (2) generates faces with worse resem-
blance. Model (3) generates faces in a comparable resemblance
but slightly worse facial expressions due to the optimization loss
of the FLAME model.

4. Additional details on baseline comparisons

For a fair comparison, we finetune zero-1-to-3 and Sync-
Dreamer models pre-trained on Objaverse [5] on the
FaceScape / THuman 2.0 datasets, for 6k steps. We fine-
tune the UNet together with the conditioning module for
SyncDreamer (see Sec. 5 for the detailed explanation). We
train pixelNeRF and SSD-NeRF from scratch on the same
datasets for 400k and 80k steps respectively, following the
training schemes of the original pipelines. At inference, we
use the same single input view for all methods. Finetun-
ing and pre-training are performed with the default hyper-
parameters of the baseline methods. For EG3D, we use a
custom GAN inversion repository [18] to optimize the la-
tent codes for 1000 steps for all input images.

5. Ablation studies

We compare our method with several variants of pipeline
designs and training strategies: 1) having the same facial
expression for input and target views during training, 2) not
finetuning the UNet, and 3) instead of using ground truth
bilinear meshes provided by the FaceScape dataset [20],
we use FLAME [9] meshes fitted to the ground truth 3D
keypoints via optimization. Since the held-out facial ex-



LPIPS ↓ SSIM ↑ FID ↓ PCK@0.2 ↑ PCK@0.2 (mouth) ↑ Re-ID ↑
Morphable Diffusion 0.1693 0.8026 14.34 95.46 94.23 99.89

w. same expression 0.1787 0.7881 13.68 92.39 84.12 100.00
w.o. finetuning UNet 0.1841 0.7910 20.70 93.44 90.30 98.35
w. FLAME [9] meshes 0.1764 0.7939 15.03 95.22 93.23 99.45

Table 4. Ablation studies on different design choices and train-
ing strategies of our novel facial expression synthesis model.
The proposed pipeline demonstrates superior performance com-
pared to the alternative designs on most metrics. Our proposed
model produces the most accurate keypoints for the test facial ex-
pression, with the difference even larger for mouth keypoints only.

LPIPS ↓ SSIM ↑ FID ↓ PCK@0.2 ↑ Re-ID ↑
SyncDreamer w. UNet 0.1854 0.7732 6.05 94.07 99.60
SyncDreamer w.o UNet 0.2026 0.7585 7.53 88.64 96.60

Table 5. Ablation studies on the effect of finetuning UNet with
SyncDreamer [11] for novel view synthesis on FaceScape [20].
The model that finetunes the UNet outperforms the model that
does not on every metrics, suggesting the need to finetune the
UNet when we apply the method to human faces.

pression “jaw right” mainly involves rigging on mouth key-
points, we additionally report the PCK metric on the 20
mouth keypoints, which we denote as “PCK@0.2 (mouth)”.
Tab. 4 and Fig. 5 show that our proposed pipeline quantita-
tively achieves the best performance on most metrics, while
preserving the most accurate facial expressions and resem-
blance qualitatively.

The ablated model which employs the same facial ex-
pressions for both input and target views, exhibits overfit-
ting to the task of novel view synthesis and tends to over-
look the driving signal from the target expression mesh.
This leads to diminished performance in terms of both
image quality and expression preservation metrics. Such
observations underscore the effectiveness of our proposed
shuffled training scheme. This scheme, by using images
with varying facial expressions for the input and target
views, successfully disentangles the processes of recon-
struction and animation, as elaborated in Section 4.2 of the
paper.

Although SyncDreamer [11] proposes not to finetune the
UNet when training their proposed conditioning module
with a UNet pretrained on the same object dataset, we find
that it’s still beneficial to do so when we apply this base-
line onto the human domain, as shown in Tab. 5. Therefore,
for the baseline SyncDreamer models that we report in the
main paper, we finetune the UNet together with the con-
ditioning module. Similarly, we find improvement to fine-
tune the UNet with our proposed method. As shown both
qualitatively and quantitatively, our proposed model gener-
ates faces with better resemblance compared to the ablated
model without finetuning the UNet.

We also fit FLAME model to the ground truth 3D fa-
cial keypoints for all meshes in the FaceScape dataset via
optimization, and use the FLAME meshes instead of the

ground truth bilinear meshes for both training and inference.
This model produces faces that are comparable but slightly
worse (due to the loss in the mesh-fitting optimization) to
the results generated with our proposed model trained and
tested with bilinear meshes. We experiment with this model
mainly because we find that not changing the mesh topol-
ogy during inference produces better results, and there are
more off-the-shelf FLAME-based methods to reconstruct
meshes from single images [7, 24]. Therefore, we provide
this model for better generalization to in-the-wild face im-
ages, as shown in Fig. 6 of the paper. More details about
mesh topologies will be discussed in Sec. 6.

6. Effects of mesh topology, expressiveness,
and accuracy

Figure 6. The effect of changing mesh topology during infer-
ence on the generated faces. a) we test our model trained with
FLAME meshes (with 5,023 vertices) on a target expression mesh
also in FLAME topology. The shape and facial expression of the
mesh are estimated from the input and the target expression im-
ages respectively using MICA [24]. b) we use the same input
image and mesh but the model is trained with the bilinear mesh
topology (with 26,317 vertices). We observe that using the same
mesh topology for training / inference leads to results with more
accurate facial structures and better resemblance.

Figure 7. The effect of the expressiveness of the mesh on the
generated faces. We compare the generated images using a) the
FLAME mesh optimized from a single image of the reference
expression using MICA [24] v.s. b) using the more expressive
ground truth mesh provided in the dataset fitted from all views
of the reference expression on a Multiface [19] subject. We find
that using more expressive meshes of the same facial expression
improves the resemblance of the generate faces, although neither
results preserves good resemblance due to the limited generaliza-
tion ability of our method on different ethnicities (as discuessed in
Sec. 5 of the paper).



Although our method is agnostic of the input mesh topol-
ogy, thanks to the SparseConvNet’s ability to process an
arbitrary point cloud, we find that having the same mesh
topology for training and inference leads to better results,
as shown in Fig. 6.

However, as shown in Fig. 7, having more expressive
meshes could still lead to better preservation of the subject
identity. Future works could consider leveraging geometry
information of the input image into the conditioning mod-
ule, such as signed distance fields (SDFs), to improve the
resemblance.

Figure 8. The effect of mesh accuracy on the generated faces.
We compare the generated faces using a FLAME mesh obtained
with the state-of-the-art FLAME reconstruction pipeline [24] (a)
with the generated results using the FLAME mesh fitted to de-
tected 2D keypoints only via optimization (b). We also compare
results using the ground truth bilinear mesh (c) with the results
using the bilinear mesh fitted to 2D keypoints (d). (a) and (b)
are tested using our model trained with FLAME models while (c)
and (d) are tested using our model triained on bilinear models.
Meshes with more accurately reconstructed facial expression and
shape parameters lead to more accurate preservation of the target
expression and better resemblance in the generated images.

Additionally, we find that having an accurate mesh esti-
mator can lead to better preservation of the facial expression
and better resemblance, as shown in Fig. 8.
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