
NC-SDF: Enhancing Indoor Scene Reconstruction Using Neural SDFs with
View-Dependent Normal Compensation

Supplementary Material

In Sec. 1, we present the network architecture of our
NC-SDF, along with details of our normal compensation
model (Sec. 1.1) and hybrid geometry model (Sec. 1.2). In
Sec. 2, we provide details of the training process. In Sec. 3,
we define evaluation metrics used in the main paper and
the supplementary material. In Sec. 4, we report additional
qualitative and quantitative results. Finally, we discuss future
work in Sec. 6.

1. Network architecture
Our network takes the spatial position of point x, the view
direction v as inputs, and outputs the signed distance s, the
radiance c, and the compensation rotation angles γ, β, θ. The
network architecture of our NC-SDF is illustrated in Fig. 1.

Figure 1. Network architecture of NC-SDF.

1.1. Details of the normal compensation model

In the normal compensation model, we utilize the ReLU
function [6] as the activation function for the hidden lay-
ers and the HardTanh function [2] for the output layer. The
ReLU function is defined in Eq. (1), and the HardTanh func-
tion is defined in Eq. (2). Specifically, the rotation angle
can be expressed as 180◦ × HardTanh(x). We initialize the
model to produce rotations that are close to zero at the start
of the training process.

ReLU(x) =

{
x, if x ≥ 0

0, if x < 0
, (1)

HardTanh(x) =


1, if x > 1

x, if − 1 ≤ x ≤ 1

−1, if x < −1

. (2)

Our normal compensation model outputs the rotation
angles γ, β, and θ, corresponding to the x, y, and z axes.
The rotation process is described in Eq. (3) and Eq. (4).

Figure 2. The process of texture extraction. The blue points
represent the pixels from random sampling. The red points represent
the pixels from informative sampling.

1.2. Details of the hybrid geometry model

Following Instant-NGP [12] and MonoSDF [19], we utilize
multi-resolution voxel grids for the grid feature branch in
the hybrid geometry model. Supposed grids with L layers:

Rl :=
⌊
Rminb

l
⌋

b := exp

(
lnRmax − lnRmin

L− 1

)
, (5)

where Rmin, Rmax represent the coarsest and finest reso-
lutions, respectively. Each grid can accommodate up to T
feature vectors with a dimensionality of F . If R3

l>T , we em-
ploy a spatial hash function [15] to index the corresponding
feature vector:

h(x) =

(
3⊕

i=1

xiπi

)
mod T, (6)

where
⊕

denotes the bit-wise XOR operation and πi are
unique, large prime numbers. For our grid feature branch, we
utilize L = 8, F = 4, Rmin = 64, Rmax = 512, T = 256.

2. Training details
2.1. Data preparation

For each scene in ScanNet [1] and ICL-NUIM [8], we uni-
formly sample one-tenth of views from the corresponding
video frames. We obtain a collection of approximately 100
to 500 images per scene. The normal priors are obtained
from the Omnidata model [3].

The process of informative pixel sampling is illustrated
in Fig. 2. Firstly, we utilize the Canny operator to extract
texture from a color image, obtaining a texture intensity
map Ic. Simultaneously, we extract a texture intensity map
In from the normal prior. These two intensity maps, after



ncomp = RZYXn
SDF, (3)

where

RZYX(γ, β, θ) = RZ(θ)RY(β)RX(γ)

=

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 cos(β) 0 sin(β)
0 1 0

− sin(β) 0 cos(β)

1 0 0
0 cos(γ) − sin(γ)
0 sin(γ) cos(γ)


=

cos(θ) cos(β) cos(θ) sin(β) sin(γ)− sin(θ) cos(γ) cos(θ) sin(β) cos(γ) + sin(θ)sin(γ)
sin(θ) cos(β) sin(θ) sin(β) sin(γ) + cos(θ) cos(γ) sin(θ)sin(β) cos(γ)− cos(θ) sin(γ)
− sin(β) cos(β) sin(γ) cos(β) cos(γ)

 .

(4)

normalization, are merged by selecting the maximum value
for each pixel:

I(i,j) = max(Ic,(i,j), In,(i,j)), (7)

where (i, j) represents the location of the pixel.
This approach is beneficial since normal priors inherently

encapsulate edge information. Regions at edges in normal
priors often exhibit multi-view inconsistency. By prioritizing
sampling in such regions, our normal compensation model
enables more consistent results through adaptive compensa-
tion for the view-dependent biases.

2.2. Training process

Our pixel sampling strategy follows a coarse-to-fine ap-
proach throughout the entire training process. As mentioned
in the main paper, pixel sampling is divided into two parts:
a proportion r is allocated to informative pixel sampling,
while the remaining 1 − r is reserved for random sam-
pling. We set an intensity threshold li for texture intensity
maps. Specifically, we define four intensity thresholds, where
l0 = 0, l1 = 0.1, l2 = 0.2, and l3 = 0.3. And we denote
the current iteration count as Nstep. In the informative sam-
pling, we randomly select r × Nsample pixels from the set
{l | l ≥ li,where i = min(⌊ Nstep

10,000⌋, 3)} to create a high-
information pixel set Pcanny. In the random sampling, we
randomly sample (1− r)×Nsample pixels from all the pix-
els, forming the set Prandom. Finally, the pixel set for each
batch is defined as Pall = Pcanny ∪Prandom. The proportion r
gradually increases from 0% to 50% as the iteration count
Nstep grows. Besides, we introduce some randomness into
the informative pixel sampling to ensure the sampling of
pixels near the edges.

2.3. Training loss curves

In Fig. 3, we compare the training loss curves when training
with and without the NC model. The results indicate that our
NC model can effectively separate noise in the normal priors,

Figure 3. Training loss curves. The x-axis represents the training
iteration number, the y-axis represents the logarithmic values of the
loss. The optimization of the normal compensation model begins at
the 20,000 (20k) training iteration.

leading to more accurate geometry and radiance fields. Fig.
4 in the main paper provides further confirmation.

3. Evaluation metrics

3.1. Evaluation metrics used in the main paper

In Tab. 1, we provide the definitions of evaluation metrics
employed in the main paper for 3D reconstruction quality.

3.2. Evaluation metrics used in the supplementary
material

For a more comprehensive evaluation, we incorporate addi-
tional evaluation metrics in the supplementary material. The
corresponding results are provided in Sec. 4.

Additional evaluation metrics for 3D reconstruction.
We incorporate two additional commonly used evaluation
metrics for 3D reconstruction in Tab. 2. The Chamfer L1 dis-
tance [13] is a measure of dissimilarity between point clouds.



Normal consistency [9] measures how well 3D reconstruc-
tion can capture higher-order information by calculating a
mean absolute dot product of face-normals within the given
3D meshes.

Evaluation metrics for 2D normal and depth maps. We
provide definitions of evaluation metrics for normal maps
in Tab. 3 and for depth maps in Tab. 4. We employ the
normal evaluation metrics, following [5]. The evaluation
is based on the angular difference between predicted and
ground truth (GT) normals. The two error measurements,
mean error and root-mean-squared error (RMSE), quantify
the disparity between predicted and GT normals, thus lower
is better. We also present three pixel-accuracy metrics which
represent the fraction of pixels with cosine distances to GT
normals less than specified thresholds: 11.25◦, 22.5◦, and
30◦, with higher values indicating better performance. For
depth evaluation, we utilize the metrics in [4]. The three
error measurements, absolute relative error (Abs Rel), square
relative error (Sq Rel), and RMSE, quantify the disparity
between predicted and GT depths. Additionally, we provide
a depth pixel-accuracy metric with a threshold δ = 1.25.

Table 1. Evaluation metrics for 3D reconstruction quality. P
and P ∗ are the points sampled from the predicted and GT mesh.

Metric Definition

Acc meanp∈P (minp∗∈P∗ ∥p− p∗∥)

Comp meanp∗∈P∗ (minp∈P ∥p− p∗∥)

Prec meanp∈P (minp∗∈P∗ ∥p− p∗∥ < 0.05)

Recall meanp∗∈P∗ (minp∈P ∥p− p∗∥ < 0.05)

F-score 2× Prec × Recall
Prec + Recall

Table 2. Additional evaluation metrics for 3D reconstruction
quality. P and P ∗ are the points sampled from the predicted and
GT mesh. n represents unit normal vector. proj2(p) and proj1(p

∗)
represent the projections of p and p∗ onto the GT mesh and the
predicted mesh, respectively.

Metric Definition

Chamfer L1 Acc+Comp
2

Normal C 1
2 (meanp∈P (|n(p) · n(proj2(p))|)+ meanp∗∈P∗(|n(p∗) · n(proj1(p

∗))|))

4. Additional results

In this section, we provide additional results of comparison
experiments (Sec. 4.1), ablation studies (Sec. 4.2), novel
view synthesis (Sec. 4.3) and results on other dataset (Sec. 5).

Table 3. Evaluation metrics for 2D normal maps. n is the number
of pixels with valid normal in the GT normal map. n and n∗ are
the predicted and GT normals.

Metric Definition

Mean 1
n

∑
cos−1

[
|n·n∗|
|n||n∗|

]
RMSE

√
1
n

∑(
cos−1

[
|n·n∗|
|n||n∗|

])2
11.25◦ 1

n#
{
n,n∗ : cos−1

[
|n·n∗|
|n||n∗|

]
< 11.25◦

}
22.5◦ 1

n#
{
n,n∗ : cos−1

[
|n·n∗|
|n||n∗|

]
< 22.5◦

}
30◦ 1

n#
{
n,n∗ : cos−1

[
|n·n∗|
|n||n∗|

]
< 30◦

}
Table 4. Evaluation metrics for 2D depth maps. n is the number
of pixels with valid depth in the GT depth map. d and d∗ are the
predicted and GT depths.

Metric Definition

Abs Rel 1
n

∑ |d−d∗|
d∗

Sq Rel 1
n

∑ |d−d∗|2
d∗

RMSE
√

1
n

∑
|d− d∗|2

1.25 1
n#

{
d, d∗ : max

(
d∗

d , d
d∗

)
< 1.25

}
Table 5. Quantitative comparison of reconstruction quality on Scan-
Net.

Method F-score↑ Normal C↑ Chamfer L1↓
COLMAP 0.548 0.691 0.136
VolSDF 0.430 0.674 0.108
NeuS 0.320 0.639 0.175

ManhattanSDF 0.706 0.840 0.049
HelixSurf 0.756 0.866 0.039
NeuRIS 0.684 0.869 0.050

MonoSDF(MLP) 0.748 0.882 0.040
MonoSDF(Grid) 0.693 0.844 0.049

Ours 0.781 0.895 0.036

4.1. Comparison experiments

We provide quantitative comparison using additional evalu-
ation metrics on ScanNet. The quantitative comparison of
reconstruction quality can be found in Tab. 5, and the quan-
titative comparison of normal and depth maps is provided



Table 6. Ablation studies of reconstruction quality on Scannet.

Method F-score↑ Normal C↑ Chamfer L1↓
MLP(baseline) 0.733 0.880 0.041
Grid(baseline) 0.700 0.857 0.047

Hybrid 0.745 0.880 0.040
MLP+IPS 0.742 0.882 0.040

Hybrid+IPS 0.749 0.881 0.040
Ours 0.781 0.895 0.036

in Tab. 7. Furthermore, we present additional visualization
results. In Fig. 5, we show top views of reconstructions
on ScanNet. We visualize more reconstruction details on
both ScanNet (Fig. 6) and ICL-NUIM (Fig. 8). Besides, we
present the corresponding rendered results of our NC-SDF
on both ScanNet (Fig. 7) and ICL-NUIM (Fig. 9). Both quan-
titative and qualitative results demonstrate that our NC-SDF
achieves the best and the most comprehensive performance.

4.2. Ablation studies

We also present the results of ablation studies using addi-
tional evaluation metrics. The ablation studies of reconstruc-
tion quality are shown in Tab. 5, and the ablation studies of
normal and depth maps are shown in Tab. 7. Moreover, we
visualize more reconstruction details for ablation studies in
Fig. 10.

The combination of the informative pixel sampling and
the hybrid geometry model yields a modest improvement
in the quality of reconstructions, normal maps, and depth
maps. However, the extent of this improvement is limited by
multi-view inconsistent normal priors. The introduction of
the normal compensation model in our NC-SDF effectively
mitigates the adverse effects of inconsistent normal super-
vision. This leads to a substantial improvement in results,
especially in terms of enhanced normal consistency and the
quality of normal maps.

4.3. Novel view synthesis

We randomly select several views that are not included in the
training dataset for novel view synthesis. The rendered color
images and rendered normal maps are shown in Fig. 11. The
combination of our informative pixel sampling and hybrid
geometry model improves the quality of novel view syn-
thesis. The introduction of our normal compensation model
contributes to a more accurate geometry field and radiance
field, thereby elevating the overall synthesis quality, particu-
larly in regions with inconsistent supervision.

5. Results on other dataset
Fig. 4 shows the results on Tanks & Temples dataset [10].
Our NC-SDF outperforms baselines, providing more geo-
metric details.

Figure 4. Reconstruction results on Tanks & Temples dataset. The
ground truth meshes have not been made publicly available.

6. Future work

In this work, we assume that the poses from datasets are
accurate, although, in reality, this is often not the case. Our
normal compensation model is built upon the premise that
color images are able to provide reliable supervision for
correcting the biases in normal priors. However, inaccurate
poses can lead to erroneous normal compensation, which
ultimately yields suboptimal reconstructions. As part of fu-
ture work, our objective is to integrate pose optimization
into the framework to further enhance the reconstruction
results. In addition, it is intriguing to explore the integration
of other geometric priors, such as monocular depth priors
and semantic priors, into neural implicit representations in
an adaptive way in the future.
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Figure 5. Top views of the reconstructions on ScanNet.



Figure 6. Comparison of reconstruction details on ScanNet.

Figure 7. Rendered results of our NC-SDF on ScanNet.



Figure 8. Comparison of reconstruction details on ICL-NUIM.

Figure 9. Rendered results of our NC-SDF on ICL-NUIM.



Figure 10. Visualizations for ablation studies on ScanNet.

Figure 11. Comparison of novel view synthesis on ScanNet.
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