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8. Supplementary
In this supplementary material, we provide additional details
about:
1. Supplementary video for qualitative examples (referenced

in Sec. 6).
2. Annotation guidelines and interface (referenced in

Sec. 5).
3. Additional implementation details (referenced in Sec. 5).
4. Ablations on anchor modality (referenced in Sec. 6).
5. Ablations on hyperparameter (referenced in Sec. 4).
6. Ablations on the time window length (referenced in

Sec. 5).
7. Recall @1 for sounding action retrieval (referenced in

Sec. 6).
8. More clusters of visual embeddings (referenced in

Sec. 6).

8.1. Supplementary Video

In this video, we include examples of Ego4D clips, qualita-
tive examples of sounding action discovery, and examples
of sounding action retrieval. Wear headphones to hear the
sound.

8.2. Annotation Guidelines and Interface

For annotators, we first tried MTurk, which we found too
noisy. To get high-quality annotations, we then hired 8 pro-
fessional annotators to work on the annotation task. Each
instructor received annotation training and read the anno-
tation guidelines before annotating. They are instructed
to classify whether the foreground action described by the
narration is both visible and audible in the clip. We also
provided them with some positive examples and negative
examples to start with. Fig. 3 shows the annotation interface.

8.3. Additional Implementation Details

Following the setting of previous work [6], we initialize the
video encoder with ViT [5] pretrained on ImageNet [1] that
has a latent dimension of 768. We use the “distilbert-base-
uncased" transformer from Huggingface as our text encoder,
which has a latent dimension of 256. For audio encoder, we
use AST [4] that has been initialized with ViT [5] pretrained
on ImageNet [1]. For the joint embedding space, we project

V→A A→V L→A A→L
MC3 @5 @10 @5 @10 @5 @10 @5 @10

Audio as anchor 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
Video as anchor 38.1 72.4 31.9 62.5 46.6 88.7 36.3 70.7

Language as anchor 37.1 70.0 34.4 66.0 45.7 84.9 29.6 61.2

Table 1. Ablations on the anchor modality.

V→A A→V L→A A→L
αv @5 @10 @5 @10 @5 @10 @5 @10

0.1 37.5 71.5 34.0 64.7 46.2 87.9 36.2 71.5
0.25 37.9 72.2 33.9 66.1 47.4 87.2 36.1 71.5
0.5 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
0.75 37.2 70.7 34.1 65.8 44.2 86.4 36.9 71.4
1.0 37.8 70.6 32.4 62.8 47.3 88.5 35.4 70.4
2.0 27.6 52.5 16.4 35.2 43.5 82.0 13.5 24.9

Table 2. Ablations on the hyperparameter.

features of audio, video and text into a latent space with
dimension 256. During training, we resize the video to
224 × 224 and use 4 frames per clip. For audio, we use a
sample rate of 16000. We extract fbank features from the
audio waveform with 128 Mel frequency bins, 10 ms frame
shift and hanning windows.

8.4. Ablations on Anchor Modality

To study the importance of the choice of the anchor modality,
we experiment with using video or language as the anchor
and report the retrieval performance in Table 5. Using video
or language as the anchor modality has a similar but slightly
lower performance compared to anchoring audio, likely be-
cause audio is generally more ambiguous and thus benefits
more from being used as the anchor modality.

8.5. Ablations on Hyperparameters

To make scores from different modality pairs comparable,
we use Ki(x) = ((x + 1)/2)αi to adjust the distribution.
Since we set audio as the anchor modality, we only need to
tune the αV and αL. For tuning, we first set αL to 1 and then
perform a grid search of αV on the validation data. We report
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Figure 1. Annotation interface.

(a) Actions that make the rustle sound. (b) Actions that scoop the mud. (c) Actions that make footstep sound.

Figure 2. More clusters of visual embeddings.

V→A A→V L→A A→L
@5 @10 @5 @10 @5 @10 @5 @10

0.5 s 26.0 49.0 18.0 36.2 32.0 58.5 20.3 39.9
1.0 s 32.8 62.3 28.7 54.8 42.1 80.1 32.1 62.2
1.5 s 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
2.0 s 34.3 64.2 30.8 60.7 37.2 71.0 29.8 58.8

Table 3. Ablations on the time window length.

the retrieval performance of all values in Tab. 6. We chose
0.5 as the weight since it achieves the best performance.

8.6. Ablations on Time Window Length

Narrations are timestamped and the action sound (if any)
happens within a time window of the timestamp. For the
duration of the time window, we consider a few values (0.5 s,
1.0 s, 1.5 s, and 2.0 s) and report their retrieval performance
in Tab. 7. Choosing a 1.5 s window leads to the best perfor-
mance, which is likely because too short time windows can
often miss the action sound while long time windows would
introduce noise or other action sounds. However, our model

V→A A→V L→A A→L
@1 @5 @1 @5 @1 @5 @1 @5

Random 0.0 0.1 0.0 0.1 0.0 0.1 0.0 0.1
CLAP [2] - - - - 10.8 49.8 6.5 34.0

CM-ACC [7] 7.7 34.6 6.7 30.9 - - - -
CMC [8] 7.6 36.5 7.6 33.8 9.7 44.1 6.7 32.8

ImageBind [3] 7.2 32.8 6.1 29.7 8.6 42.6 5.9 30.6

MC3 7.8 38.4 7.2 34.4 11.3 46.2 7.3 37.5

Table 4. Sounding action retrieval. We report Recall @1 and @5
for different query-retrieval modalities.

is not super sensitive to the choice of the window length
since it also performs well with other lengths.

8.7. Recall @1 for Sounding Action Retrieval

Due to the space limit in the main, we report Recall @1 for
the retrieval experiment in Tab. 8. While the performance
gap is small as expected, our model still outperforms base-
lines on most of the metrics.
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8.8. More Clusters of Visual Embeddings

In Sec. 6 of the main, we showed one cluster of visual em-
beddings. Here we show three more clusters from the same
clustering result in Fig. 4. Fig. 4a clusters visual actions that
make rustle sounds when interacting with grass/branches,
even though some examples have very different backgrounds
(yellow vs green). This indicates our model learns to cluster
visual actions based on how they sound rather than just how
they look. Fig. 4b shows a cluster of visual actions that
scoop the mud/dirt. Fig. 4c shows the visual cluster where
the walking action produces footsteps. Each cluster has ac-
tions with varying degrees of head and hand movement, and
our model still captures accurately how actions make sounds
despite the movement.
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8. Supplementary
In this supplementary material, we provide additional details
about:
1. Supplementary video for qualitative examples (referenced

in Sec. 6).
2. Annotation guidelines and interface (referenced in

Sec. 5).
3. Additional implementation details (referenced in Sec. 5).
4. Ablations on anchor modality (referenced in Sec. 6).
5. Ablations on hyperparameter (referenced in Sec. 4).
6. Ablations on the time window length (referenced in

Sec. 5).
7. Recall @1 for sounding action retrieval (referenced in

Sec. 6).
8. More clusters of visual embeddings (referenced in

Sec. 6).

8.1. Supplementary Video

In this video, we include examples of Ego4D clips, qualita-
tive examples of sounding action discovery, and examples
of sounding action retrieval. Wear headphones to hear the
sound.

8.2. Annotation Guidelines and Interface

For annotators, we first tried MTurk, which we found too
noisy. To get high-quality annotations, we then hired 8 pro-
fessional annotators to work on the annotation task. Each
instructor received annotation training and read the anno-
tation guidelines before annotating. They are instructed
to classify whether the foreground action described by the
narration is both visible and audible in the clip. We also
provided them with some positive examples and negative
examples to start with. Fig. 3 shows the annotation interface.

8.3. Additional Implementation Details

Following the setting of previous work [6], we initialize the
video encoder with ViT [5] pretrained on ImageNet [1] that
has a latent dimension of 768. We use the “distilbert-base-
uncased" transformer from Huggingface as our text encoder,
which has a latent dimension of 256. For audio encoder, we
use AST [4] that has been initialized with ViT [5] pretrained
on ImageNet [1]. For the joint embedding space, we project
features of audio, video and text into a latent space with
dimension 256. During training, we resize the video to
224 × 224 and use 4 frames per clip. For audio, we use a
sample rate of 16000. We extract fbank features from the
audio waveform with 128 Mel frequency bins, 10 ms frame
shift and hanning windows.

8.4. Ablations on Anchor Modality

To study the importance of the choice of the anchor modality,
we experiment with using video or language as the anchor

V→A A→V L→A A→L
MC3 @5 @10 @5 @10 @5 @10 @5 @10

Audio as anchor 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
Video as anchor 38.1 72.4 31.9 62.5 46.6 88.7 36.3 70.7

Language as anchor 37.1 70.0 34.4 66.0 45.7 84.9 29.6 61.2

Table 5. Ablations on the anchor modality.

V→A A→V L→A A→L
αv @5 @10 @5 @10 @5 @10 @5 @10

0.1 37.5 71.5 34.0 64.7 46.2 87.9 36.2 71.5
0.25 37.9 72.2 33.9 66.1 47.4 87.2 36.1 71.5
0.5 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
0.75 37.2 70.7 34.1 65.8 44.2 86.4 36.9 71.4
1.0 37.8 70.6 32.4 62.8 47.3 88.5 35.4 70.4
2.0 27.6 52.5 16.4 35.2 43.5 82.0 13.5 24.9

Table 6. Ablations on the hyperparameter.

V→A A→V L→A A→L
@5 @10 @5 @10 @5 @10 @5 @10

0.5 s 26.0 49.0 18.0 36.2 32.0 58.5 20.3 39.9
1.0 s 32.8 62.3 28.7 54.8 42.1 80.1 32.1 62.2
1.5 s 38.4 72.8 34.4 66.3 46.2 88.5 37.5 73.8
2.0 s 34.3 64.2 30.8 60.7 37.2 71.0 29.8 58.8

Table 7. Ablations on the time window length.

and report the retrieval performance in Table 5. Using video
or language as the anchor modality has a similar but slightly
lower performance compared to anchoring audio, likely be-
cause audio is generally more ambiguous and thus benefits
more from being used as the anchor modality.

8.5. Ablations on Hyperparameters

To make scores from different modality pairs comparable,
we use Ki(x) = ((x + 1)/2)αi to adjust the distribution.
Since we set audio as the anchor modality, we only need to
tune the αV and αL. For tuning, we first set αL to 1 and then
perform a grid search of αV on the validation data. We report
the retrieval performance of all values in Tab. 6. We chose
0.5 as the weight since it achieves the best performance.

8.6. Ablations on Time Window Length

Narrations are timestamped and the action sound (if any)
happens within a time window of the timestamp. For the
duration of the time window, we consider a few values (0.5 s,
1.0 s, 1.5 s, and 2.0 s) and report their retrieval performance
in Tab. 7. Choosing a 1.5 s window leads to the best perfor-
mance, which is likely because too short time windows can
often miss the action sound while long time windows would
introduce noise or other action sounds. However, our model

4



Figure 3. Annotation interface.

(a) Actions that make the rustle sound. (b) Actions that scoop the mud. (c) Actions that make footstep sound.

Figure 4. More clusters of visual embeddings.

V→A A→V L→A A→L
@1 @5 @1 @5 @1 @5 @1 @5

Random 0.0 0.1 0.0 0.1 0.0 0.1 0.0 0.1
CLAP [2] - - - - 10.8 49.8 6.5 34.0

CM-ACC [7] 7.7 34.6 6.7 30.9 - - - -
CMC [8] 7.6 36.5 7.6 33.8 9.7 44.1 6.7 32.8

ImageBind [3] 7.2 32.8 6.1 29.7 8.6 42.6 5.9 30.6

MC3 7.8 38.4 7.2 34.4 11.3 46.2 7.3 37.5

Table 8. Sounding action retrieval. We report Recall @1 and @5
for different query-retrieval modalities.

is not super sensitive to the choice of the window length
since it also performs well with other lengths.

8.7. Recall @1 for Sounding Action Retrieval

Due to the space limit in the main, we report Recall @1 for
the retrieval experiment in Tab. 8. While the performance
gap is small as expected, our model still outperforms base-
lines on most of the metrics.

8.8. More Clusters of Visual Embeddings

In Sec. 6 of the main, we showed one cluster of visual em-
beddings. Here we show three more clusters from the same
clustering result in Fig. 4. Fig. 4a clusters visual actions that
make rustle sounds when interacting with grass/branches,
even though some examples have very different backgrounds
(yellow vs green). This indicates our model learns to cluster
visual actions based on how they sound rather than just how
they look. Fig. 4b shows a cluster of visual actions that
scoop the mud/dirt. Fig. 4c shows the visual cluster where
the walking action produces footsteps. Each cluster has ac-
tions with varying degrees of head and hand movement, and
our model still captures accurately how actions make sounds
despite the movement.
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