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Text prompt: “A high-quality ice cream sundae”

Figure 1. Diversity comparison between SDS models and VP3D.

This supplementary material contains: 1) diversity com-
parisons between SDS models and our VP3D [1]; 2) visual-
ization of visual prompts used in Figure 3 of the main paper;
3) comparisons against image-to-3D methods.

1. Diversity Comparisons

As discussed in the DreamFusion [5] paper, SDS is not a
perfect loss fusion that has mode-seeking property (tends to
seek the most common visual appearance of text prompt at
high noise levels). Thus existing SDS-based works [2, 5] in-
evitably result in oversmoothing 3D generations with lower
diversity across random seeds (see Figure 1 (a-b)). Instead,
our VP3D aligns SDS optimization with additional visual
appearance knowledge in 2D visual prompt. This way en-
courages 3D generations to match the commonly diverse
and semantically relevant 2D visual prompt, thereby nicely
retaining the diversity capability of 2D diffusion model in
3D generation. Figure | (c) shows more diverse results of
VP3D across random seeds.

2. Visualization of Visual Prompts

Figure 2 illustrates the visual prompts that we used in Figure
3 of the main paper.

Figure 2. Visualization of visual prompts used in Figure 3 of main
paper. The corresponding prompts are (a) “A fuzzy pink flamingo
lawn ornament”, (b) “A blooming potted orchid with purple flow-
ers”, (c) “A blue butterfly on a pink flower”, (d) “A lighthouse on a
rocky shore”, (e) “Hot popcorn jump out from the red striped pop-
corn maker”, (f) “A chef is making pizza dough in the kitchen”.

3. Comparisons with Image-to-3D Methods

Recall that our VP3D generally decomposes the typical
text-to-3D process into two cascaded stages: first text-to-
image generation, and then (text plus image)-to-3D genera-
tion. Notably, during the (text plus image)-to-3D generation
stage, our target is different from conventional image-to-
3D task that precisely converts the input image (i.e., visual
prompt in our context) into 3D content. Instead, we ex-
ploit the visual prompt as additional guidance in conjunc-
tion with the input text prompt to jointly supervise score
distillation sampling (SDS) optimization of the underlying
3D model.

It is worthy noting that a degraded cascaded solution of
text-to-3D generation is to simply integrate existing text-
to-image and image-to-3D approaches. To further evaluate



the effectiveness of our VP3D for text-to-3D generation, we
additionally include two state-of-the-art image-to-3D meth-
ods (i.e., One-2-3-45 [3] and [6]) for comparison. Specif-
ically, One-2-3-45 first uses a view-conditioned 2D diffu-
sion model (Zero-1-to-3 [4]) to generate multi-view images
for the reference image and then reconstructs a 3D model
from these multi-view images via an SDF-based generaliz-
able neural surface reconstruction model. Magic123 also
leverages Zero-1-to-3 as 3D prior and simultaneously uti-
lizes 2D diffusion model for optimization. For fair com-
parison, here we feed the same visual prompt of VP3D into
these two image-to-3D approaches for generating 3D assets.

Figure 3 and Figure 4 showcase the comparison results.
It is easy to see that both One-2-3-45 and Magic123 gener-
ate distorted geometry and unrealistic textures when feeding
intricate text/visual prompts (e.g., “A chef is making pizza
dough in the kitchen”). In contrast, our VP3D manages to
generate much better 3D scenes in terms of both geometry
and texture, which again validates the effectiveness of our
proposed VP3D.
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Text prompt: “A chef is making pizza dough in the kitchen”
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Figure 3. Comparisons with image-to-3D methods: One-2-3-45 [3] and Magic123 [6]. (Example 1/2)

Text prompt: “A florist is making a bouquet with fresh flowers”

L)
‘ One-2-3-45
'Y J Magic123

VP3D (ours)

Viusal prompt:

0° 90° 180° 270°

Figure 4. Comparisons with image-to-3D methods: One-2-3-45 [3] and Magic123 [6]. (Example 2/2)
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