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1. Introduction

In this document, we provide more visual results on SIDD
[1] and PolyU [3] datasets, that we could not include in the
main paper. We also mention the implementation details of
MASH and discuss the robustness of MASH to the choice
of the hyperparameters.

2. Implementation details

The network architecture of MASH is the same as in
Noise2Noise [2]. The denoising network is trained from
scratch using the Adam optimizer with cosine annealing.
The default hyperparameters that we use in our implemen-
tation are as follows: τ high = 0.8, τ low = 0.2 and τmedium =
0.5, εlow = 1.5, εhigh = 2.5 and , N = 800.

3. Robustness to the choice of hyperparameters

Table 1 shows the performance of MASH when using dif-
ferent hyperparameters (εlow and εhigh). MASH is robust
to the choice of εlow in the range [1., 2.] and εhigh in the
range [2., 4.]. Figure 1 shows some images where MASH

εlow εhigh PSNR

1. 2. 33.73
1. 3. 33.71
1.5 2.5 33.66
2. 4. 33.87

Table 1. Robustness of MASH to the choice of the hyperparame-
ters on FMDD dataset. .

fails to predict the optimal masking ratio on SIDD dataset.
We note that most of these miss-classifications occur when
ε is around the border regions (around εlow or εhigh ).

Figure 6. Impact of the masking ratio τ on the generalized BSD
denoising performance (PSNR) when σ = 40. On the horizontal
axis we consider several masking ratios τ and for each we train a
BSD model on data with different levels of correlation β.

4. Additional Visual Results
We provide additional visual comparisons on SIDD and
PolyU datasets in Figures 4, 2 respectively. MASH shows
significant improvement over the baseline and competitive
results compared to other self-supervised single-image de-
noising methods.
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36.82 38.69

38.29 39.76

Figure 1. some images where MASH fails to predict the optimal masking ratio (when using εlow = 1.5 and εhigh = 2.5) on SIDD
dataset. From left to right: noisy input image, denoised image when using our adaptive masking scheme (PSNR is reported under the
image), denoised image with the optimal masking ratio (PSNR is reported under the image), ground truth. First row: ε = 1.32, predicted
masking ratio is τ low, optimal masking ratio is τmedium. Second row: ε = 1.25, predicted masking ratio is τ low, optimal masking ratio
is τmedium.

Noisy DIP Self2Self NN+denoiser Baseline Ours Ground-truth

34.67/0.843 30.47/0.692 35.37/0.864 31.49/0.739 37.35/0.920

27.38/0.575 23.30/0.355 28.67/0.640 24.24/0.417 31.49/0.791

28.04/0.622 24.36/0.410 30.14/0.751 25.34/0.467 31.42/0.793

Figure 2. Visual comparison of our method against other single image-based denoising methods in SIDD validation. The PSNR/SSIM
results are reported under each image.



β = 0.0 β = 0.5 β = 1.0

Figure 3. Estimated noise level based on different correlated noise magnitude and masking ratios when σ = 40.

Noisy DIP Self2Self NN+denoiser Baseline Ours Ground-truth

31.05/0.941 34.83/0.958 34.71/0.956 33.85/0.958 35.01/0.957

37.18/0.939 40.88/0.943 39.66/0.951 39.44/0.953 41.03/0.949

Figure 4. Visual comparison of our method against other single image-based denoising methods in PolyU dataset. The PSNR/SSIM results
are reported under each image.
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β = 0.0 β = 0.5 β = 1.0

Figure 5. Estimated noise level based on different correlated noise magnitude and masking ratios when σ = 10.

Figure 7. Impact of the local pixel shuffling on the denoising
performance (PSNR) when noise is highly correlated when σ =
40
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