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1. REC-8K Dataset
Our dataset is collected from various sources as described in
the dataset section. The major considerations for the dataset
are:
• The dataset should cover both person and object cate-

gories with various attributes;
• The dataset should contain images that have diverse

scenes and objects and for various application scenarios
such as transportation, retail, warehousing, etc.;

• The dataset should contain images from various camera
perspectives: surveillance camera, drone, egocentric, etc.;

• The dataset should pose challenges for referring expres-
sion counting, i.e. containing similar objects with differ-
ent attributes;
We define referring expressions for each image and use

Amazon Mechanical Turk (AMT) [1] to annotate the im-
ages. In order to ensure the quality of the annotations, we
select annotators with high approval rates. We also con-
duct own quality control by converting the annotations to
the CVAT [4] format and manually check and revise the an-
notations on the CVAT platform.

1.1. Data Sources and Splits

In REC-8K, the numbers of images from different data
sources are: Crowd Surveillance [10]: 2803, mall [2]: 1952,
DETRAC [9]: 1698, FSC147 [6]: 644, CARPK [3]: 320,
NWPU [8]: 237, internet: 176, VisDrone [11]: 174, JHU
[7]: 7.

Since we have collected the dataset from various sources,
we use different split strategies for different sources.

FSC-147 [6], internet, JHU Crowd [7], NWPU [8].
Though the selected images from these sources are not re-
lated to each other, our samples are not in terms of images
but in terms of Image-RE pairs. So our split strategy is
to maximize the novel referring expressions in the valida-
tion and test sets, while ensuring there is no data leakage
between the training and validation/test sets. We first con-
solidate Image-RE pairs for each attribute type (e.g. color,
action, etc.) and then for each attribute type, we first fill
validation and test sets with randomly selected REs and all
images with that RE. Then we fill the training set with the
remaining REs and images. This way we ensure for each
attribute type, there are similar ratios of REs and images in
the training, validation, and test sets.

VisDrone [11] contains street views from drones. We
select images with street views and closer to the ground and
consider attribute types of the person category, including
action and location. Since the street scenes are different,

we separate each scene into a different split. For example,
with the different street layouts, we take different locations
of target persons as novel referring expressions for the vali-
dation and test sets.

DETRAC [9] contains images from traffic surveillance
cameras. We take the object category (e.g. vehicle) as the
target category and choose images with a high number of
vehicles. We consider the action & direction attributes for
this source. Similar to VisDrone, we separate each surveil-
lance camera into a different split. For example, for the
same driving direction, we use different road scenes for the
validation and test sets.

Carpk [3] contains parking lot images from drone per-
spectives. We also take the object category (e.g. vehicle) as
the target and consider the color attribute. We separate each
parking lot into a different split.

Mall [2] contains images from surveillance camera in a
mall. We take the person category as the target and consider
the gender and age attribute types. We randomly split the
images into training, validation, and test sets.

Crowd Surveillance [10] contains images from surveil-
lance cameras in various indoor and outdoor locations. We
consider the person category as the target and the action
attribute type. For each unique action, such as walking,
standing, sitting, etc. we randomly select images for the
validation and test sets.

1.2. Attributes illustration

We show the attribute frequencies separately for both the
person and object categories in REC-8K in Fig. 1. For
the person category, the most frequent attributes are com-
ing from the gender, age and action attribute types. Ac-
tion wise, the most frequent actions are walking, standing,
and sitting. For the object category, the most frequent at-
tributes are coming from the color, action, and location at-
tribute types. Highly frequent actions are driving directions
for cars. The attribute frequencies show that REC-8K is a
diverse dataset with a wide range of attribute types.

(a) The Word Cloud of frequent at-
tributes for the person category.

(b) The Word Cloud of frequent at-
tributes for the object category.

Figure 1. Word clouds for the most frequent attributes in REC-8K.



2. Results
2.1. Results by attribute type

We show the results by attribute type for the person cate-
gory in Tab. 1 and for the object category in Tab. 2. We
provide the average count for each referring expression in
the test set as a reference. It can be seen that for the person
category, we have the highest performance for the gender
attribute type, following by the action, age, and location at-
tribute types. The lowest performance is for the orientation,
clothing and accessory attribute types, which is expected
since the orientation type requires more fine-grained local-
ization, and the clothing and accessory types require more
detailed object detection.

For the object category, we have the highest performance
for the material/color attribute type, following by the orien-
tation and size attribute types. The lowest performance is
for the location and variety attribute types. Location is a re-
lational attribute type, which is more challenging to predict.
The reason why we have a relatively high performance of
the location type for the person category is that many loca-
tions are in terms of limited road layouts, which are easier
to predict. However, for the object category, there is a large
number of unique values for the location attribute type and
many more complex location descriptions for object cate-
gory such as ”book in the top row or leftmost column”. For
the variety attribute types, we have a relatively low perfor-
mance because the number of samples for this attribute type
is relatively small.

Table 1. Results by attribute type for person category.

type avg. count mae rmse precision recall f1

accessory 45.2 15.9 27.33 0.43 0.43 0.43
action 24.17 7.89 15.16 0.73 0.73 0.73
age 12.05 3.02 4.28 0.67 0.78 0.72
clothing 84.81 40.62 132.8 0.79 0.5 0.61
gender 13.59 2.66 3.47 0.73 0.8 0.76
location 85.88 43.62 91.15 0.63 0.67 0.65
orientation 17.82 16 23.6 0.43 0.77 0.55

Table 2. Results by attribute type for object category.

type avg. count mae rmse precision recall f1

color 16.99 5.79 12.14 0.72 0.77 0.74
location 17.76 11.97 17.76 0.42 0.28 0.34
material 32.38 3.75 4.74 0.77 0.81 0.79
orientation 7.83 3.35 5.78 0.59 0.81 0.68
size 10.5 1.0 1.0 0.62 0.62 0.62
variety 20.8 32.0 39.14 0.31 0.6 0.41

2.2. Qualitative results compared to base model

We show some qualitative results in Fig. 2 to illustrate the
performance of our model compared to the base Ground-
ingDino [5] model. Because of our contrastive learning
module, our model is able to better distinguish different col-
ors in (a), (b) and (f); better tell different actions in (d); and
achieve fewer false positives for gender in (h). With our
global-local feature fusion, our model is able to better lo-
calize the target object in (c), (e) and (g). These results
show that our method makes improvements in terms of dis-
tinguishing different attributes of the same-class object and
relational attribute types.
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Figure 2. Results of our model compared to the base model (better viewed in enlarged version).
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