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A. Qualitative Comparison with StyleDiff
Figure S1 presents a detailed comparative analysis conducted
in conjunction with StyleDiff [7] to assess the performance
of different methods. By utilizing images from the CelebA-
HQ [9] dataset as content images, we observe in the first
and second columns that the stylized output demonstrates a
certain degree of resemblance to the input face. However, it
falls short in capturing the intricate style patterns effectively.

Expanding our investigation beyond the limitations of
the pre-trained dataset, as depicted in the third and fourth
columns, we encounter a perplexing scenario where the
stylized output loses its intended style representation. This
outcome highlights the challenges associated with maintain-
ing the desired style when confronted with unfamiliar or
out-of-domain content.

B. Visualization of Content Style Correlation
Figure S3 showcases the visual depiction of the results ob-
tained from the content-style correlation analysis, focusing
specifically on the outcomes derived from Softmax(QcKs).
The visualization provides evidence that a well-trained dif-
fusion model [10] can effectively leverage the correlation
between the content query and style key, which possess sim-
ilar semantic information, without necessitating retraining.
This observation, where the alignment of content and style
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Figure S1. Visual comparisons with StyleDiff. As presented in
the 1st and 2nd columns, StyleDiff demonstrates limitations in
effectively handling images that deviate from the training domain.
Nevertheless, our method exhibits consistent and satisfactory
performance across all types of input images.

images is achieved through cross-attention, serves as a source
of inspiration for our proposed dual-path network. This
network incorporates an enhanced attention mechanism to
facilitate the transfer of style to the content images, thereby
improving the overall style transfer performance.

Our method exploits the inherent relationship between
content and style by incorporating a more advanced attention
mechanism, which enables the network to selectively focus
on relevant style information and effectively transfer it to the
content images. By leveraging the insights gained from
the content-style correlation analysis, we anticipate that
our proposed approach will lead to enhanced style transfer
results, surpassing the limitations of existing methods.

C. Proof of Equation (14)
To enhance the clarity of the derivation process, the proof
commences on a fresh page.
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Note that the matrix f̂c can be expressed as a combination of individual elements. To simplify the derivation process, we focus
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where [Q]i,· ∈ R1×N corresponds to the i-th row in matrix Q and [V ]·,j ∈ RN×1 indicates the j-th column in matrix V . To
facilitate the derivation, we introduce two intermediate variables:
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By substituting the derived expression for f̂ i,j
c into the matrix form, we obtain the formulation presented in Equation (8).
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Figure S2. We present a visual representation of the style transfer
outcomes achieved by applying landscape image styles to both
landscape and portrait images, as well as vice versa. While our
method demonstrates promising results in the context of style
transfer within the same domain (as evidenced by the 1st, 3rd,
and last rows), there is room for improvement when transferring
portrait styles to landscape images, as illustrated by the 2nd and
4th rows.

D. Impact of λ in Equation (8)
Unlike the resilient nature of the λ parameter in Attention
Reweighting, achieving a suitable balance between the style
and content features in Equation (8) proves to be challenging.
To elucidate this issue, we present the outcomes in Figure
S4, employing a pair of style transfer images that exhibit
varying levels of difficulty in style transfer.

E. Quantitative Analysis
For quantitative comparison with state-of-the-art methods,
we employ content loss and style loss as evaluation metrics
to assess the preservation of content and rendering of style,
respectively. Content loss and style loss are commonly
adopted in style transfer tasks, defined as:

Lc =
1

Nl

Nl∑
i=0

∥ϕi(Io)− ϕi(Ic)∥2, (11)

where ϕi(·) denotes features extracted from the i-th layer in
a pre-trained VGG19 and Nl is the number of layers. The
style perceptual loss Ls is defined as
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1
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Nl∑
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∥µ(ϕi(Io))− µ(ϕi(Is))∥2

+ ∥σ(ϕi(Io))− σ(ϕi(Is))∥2,

(12)

where µ(·) and σ(·) denote the mean and variance of ex-
tracted features, respectively. The content loss is computed
using the features extracted from the 5-th layer, while the
style loss is calculated using the features from the 1-st to
5-th layers.

The outcomes of the comparative analysis are presented
in Table S2. Our proposed method achieves the lowest
style loss, indicating its superior ability to render style.
On the other hand, StyTr2 [4] achieves the lowest content
loss, highlighting its effectiveness in preserving content.
Notably, our method demonstrates relatively low values for
both content and style loss, suggesting a favorable balance
between content preservation and style rendering.

We also performed further quantitative analysis for the
ablation study, detailed in Table S1, which supports the
findings discussed in the ablation study.

F. Visual Comparison with SOTA
In order to provide further evidence of the effectiveness of
our proposed method, we present additional results in Fig-
ures S5 and S6. These figures demonstrate the performance
of our method across a range of image genres, including por-
traits and landscapes, as well as concrete and abstract styles.
The results consistently indicate the strong performance and
versatility of our method in handling various image styles.

G. Limitations
Like a coin with two sides, the attention-based zero-shot
style transfer method presents a nuanced evaluation with
both positive and negative aspects. The favorable outcomes
of this approach benefit the utilization of a pre-trained stable
diffusion model, which is also widely acknowledged to yield
varying quality results based on the input data. Through our
rigorous experimentation, we discovered a potential limita-
tion of our method when transferring style information from
portraits to landscape images. To facilitate a comprehensive
understanding, we have included a visual comparison of the
results in Figure S2.
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Figure S3. Visualization of cross-attention results. The first and third rows pertain to the content images, whereas the second and last
rows pertain to the style images. The highlighted blocks in the content images denote the content queries, while the highlighted regions in
the style images correspond to the relevant regions of the corresponding content query blocks, as determined via the Softmax function in
cross-attention with high values.
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Figure S4. We investigate the impact of the λ parameter in Equation (8), specifically in the context of Simple Addition. We present a visual
representation of the outcomes obtained when the style and content images exhibit a lack of correlation (i.e., a challenging sample) in the
first row, and when the content and style images are similar (an easier sample) in the second row. Notably, we observe that the second row
consistently yields favorable visualization results when λ is set to 0.9. However, the first row fails to achieve a satisfactory balance between
the content and style. For instance, when λ is low, the content is well preserved at the expense of losing the style, and vice versa.
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Table S2. Quantitative comparisons. To evaluate the preservation of input content and style, we calculate the average values of content and
style loss for the results obtained through various methods. The most favorable outcomes are highlighted in bold.
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Content Style Ours QuanArt           CAST StyTr2 IEST          AdaAttN        ArtFlow

Figure S5. Compared with other style transfer methods. The content images are presented in the first column, the style images are presented
in the second column, and the stylized results generated by different methods are presented in the rest.
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Figure S6. Compared with other style transfer methods. The content images are presented in the first column, the style images are presented
in the second column, and the stylized results generated by different methods are presented in the rest.
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