
MemFlow: Optical Flow Estimation and Prediction with Memory

Supplementary Material

1. Details of Future Prediction
MemFlow-P. We present an overview of our Memory mod-
ule for future Prediction of optical Flow (MemFlow-P) as
in Fig. 1. Specifically, given current frame It, we should
first calculate the 2D motion feature fm with previous frame
It−1. We are now able to update the memory buffer with fm
and the context feature Cθ(It−1) from It−1. Then we extract
the context feature Cθ(It) from the current frame It, which
also serves as a query and reads out the aggregated motion
feature fam from the memory buffer. Besides, we also for-
ward warp the previous flow ft−1→t as a base fp for flow
prediction. Finally, we concatenate the aggregated motion
feature from history, context feature from the current frame,
and forward warped flow fp for flow prediction with a sim-
ple CNN: f = Convs(fc, fam, fp). Our CNN has similar
convolutional layers as the original GRU. It consists of two
SKBlocks as introduced by SKFlow [10]. Each SKBlock
consists of two Feed Forward Networks (FFN), two depth-
wise convolutional layers, and one point-wise convolutional
layer. The total parameter of our MemFlow-P is 5.1 M. Our
loss function is the l1 distance between our predicted flow
and the groundtruth:

L = ||fgt − f ||1. (1)

MemFlow-P for Video Prediction. As shown in Fig. 2,
we first predict the optical flow ft→t+1 for the last video
frame It. Besides, we also estimate the monocular depth
from DPT [8] for the last video frame. We then utilize the
Softmax Splatting [7] for forward warping the last video
frame. As shown in the right part of Fig. 2, we get the splat-
ted frame and a disocclusion mask indicating the blank re-
gions. We finally inpaint the disocclusion region with image
inpainting method ZITS [5] and get the synthesised frame
Ît+1.

2. Implementation Details
Network Details. Our MemFlow shares the same network
architecture with SKFlow [10]. Specifically, our feature en-
coder and context encoder consist of 6 residual blocks, 2
at 1/2 resolution, 1/4 resolution, and 1/8 resolution, respec-
tively. Besides, our motion encoder and GRU are based on
6 and 2 SKBlocks as in SKFlow [10], respectively. And our
MemFlow-P only replaces the GRU with a small CNN as
illustrated in Sec. 1. As for our MemFlow-T, we utilize the
first two stages of ImageNet-pretrained Twins-SVT [1] as
our feature and context encoder.
Training Details. During training, we employ
FlashAttention-2 [3, 4] for faster memory read-out.

Training Schedule. We first pre-train our networks with 2-
frame in FlyingChair and FlyingThings3D for 120k (batch
size 8) and 150k (batch size 6) iterations, respectively.
Then, we train our networks with 3-frame and batch size
8 on the following datasets, for
• MemFlow, we train on FlyingThings3D for additional

600k iterations for generalization evaluation. Then, we
finetune our model for 600k iterations on Sintel, KITTI,
HD1K, and FlyingThings3D for Sintel submission. Fi-
nally, we finetune on KITTI for 40k and on Spring for
400k iterations, respectively.

• MemFlow-T, we train on FlyingThings3D for additional
600k iterations for generalization evaluation. Then, we
finetune our model for 300k iterations on Sintel, KITTI,
HD1K, and FlyingThings3D for Sintel submission. Fi-
nally, we finetune on KITTI for 40k iterations.

• MemFlow-P, we randomly initialized the newly added
CNN. We then train MemFlow-P on FlyingThings3D for
an additional 40k iterations for generalization evaluation.
For the experiment of video prediction, we train our mod-
els on Sintel, KITTI, HD1K, and FlyingThings3D with
300k iterations.

Evaluation Protocol of Video Prediction. We evaluate the
performance of video prediction on four sequences from the
KITTI test set following previous works [6, 11]. The four
sequences we employed are:
• "2011_09_26_drive_0060_sync",
• "2011_09_26_drive_0084_sync",
• "2011_09_26_drive_0093_sync", and
• "2011_09_26_drive_0096_sync".
Besides, as in prior works [6, 11], we use a context of T=4
past frames as input. All algorithms synthesize the next
frame based on past frames.

3. More Qualitative Comparison

More qualitative results on Sintel training set and KITTI
training set after pre-training on FlyingChair and FlyingTh-
ings3D are given in Figs. 3 and 4. We highlight the ar-
eas where our MemFlow(-T) achieves substantial improve-
ments with bounding boxes, compared to previous state-of-
the-art VideoFlow-MOF [9] and our baseline SKFlow [10].
Please zoom in for more details.

We also provide more qualitative results on the 1080p
Spring test set as shown in Fig. 5. The qualitative results
show superior cross-resolution generalization performance
of our MemFlow, which is trained with the image resolution
of 368x768.
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Figure 1. Overview of our MemFlow-P for future prediction of optical flow.
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Figure 2. Overview of our MemFlow-P for video prediction.

4. More Results on Future Prediction of Opti-
cal Flow

Flow Prediction Results. We further show the full results
of generalization performance evaluation for flow predic-
tion in Tab. 1. MemFlow-P still outperforms other competi-
tors in terms of the EPE on the clean pass of datasets and
the Fl-all on KITTI-15 by a large margin, showing great
dataset-specific and cross-dataset performance.

Ablation Studies. In this section, we report the ablation
studies of flow prediction. First, we train a baseline model

Table 1. Generalization evaluation of flow prediction on FlyingTh-
ings3D, Sintel, and KITTI-15.

Method
Things Sintel KITTI-15

Clean Final Clean Final Fl-epe Fl-all

Warped Oracle 14.76 14.76 5.76 5.76 - -
MemFlow 15.55 15.70 5.92 6.23 12.95 54.48
OFNet [2] 13.73 13.76 5.78 6.03 12.43 59.17

MemFlow-P 7.81 7.56 4.97 5.38 8.82 43.93
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Figure 3. More qualitative results on Sintel training set final pass after pre-training on FlyingChair and FlyingThings3D. Bounding boxes
mark the regions of substantial improvements. Please zoom in for details.

Reference Frame SKFlow VideoFlow-MOF MemFlow MemFlow-TGround-truth

Figure 4. Qualitative results on KITTI training set after pre-training on FlyingChair and FlyingThings3D. Bounding boxes mark the regions
of substantial improvements. Please zoom in for details.

for flow prediction without the forward warped past flow
as input of CNN. The model is trained with 6-frame videos

sampled from FlyingThings3D. As shown in Tab. 2, con-
catenating the forward warped flow can improve the cross-
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Figure 5. Qualitative results on 1080p Spring test set after finetuning on Spring. Error maps are downloaded from the official website.
Please zoom in for details.



Table 2. Ablation studies on optical flow prediction.

Experiment
Things Sintel KITTI-15

Clean Final Clean Final Fl-epe Fl-all

Baseline 7.62 6.58 5.25 5.79 8.84 56.63
+Forward Warped Flow 7.76 7.57 4.96 5.47 8.57 53.15
+Training with 3-frame 7.81 7.56 4.97 5.38 8.82 43.93

dataset generalization performance a lot, though with lit-
tle worse results on the FlyingThings3D test split. More-
over, we find that training MemFlow-P with 3-frame videos
can achieve similar results as the one trained with 6-frame.
Therefore, we choose to train our MemFlow-P with 3-frame
videos and forward warped flow.
Qualitative Results of Future Prediction by Optical
Flow. We further provide several qualitative results of fu-
ture prediction by optical flow as shown in Fig. 6. Our
MemFlow-P can predict credible flow for the last video
frame, and successfully synthesize the next frame.
Limitations of Long-term Future Prediction by Optical
Flow. Our approach can generate nice results for short-term
(one time step) future prediction as shown in Fig. 6. How-
ever, in the long term, as the predicted frame deviates from
the distribution of training images, performance will drop
quickly due to error accumulation like other video predic-
tion methods. We further provide the quantitative and quali-
tative results of long-term future prediction in Figs. 7 and 8.

5. Screenshots of 1080p Spring, Sintel, and
KITTI Results

We further provide anonymous screenshots of Spring, Sin-
tel, and KITTI results on the test server as in Figs. 9 to 11.
Our MemFlow ranks first on the 1080p Spring benchmark.
The one without finetuning on Spring also performs well in
terms of cross-dataset generalization performance. On Sin-
tel, our MemFlow-T and MemFlow take the third and fourth
places on the final pass, which improves the performance of
SKFlow a lot. We also achieved great improvement on the
KITTI benchmark compared to the baseline SKFlow.
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(a) (b) (c)

Figure 6. Qualitative Results of Future Prediction by Optical Flow. (a) Predicted optical flow superimposed on the last video frame. (b)
Synthesized video frame based on our predicted flow. (c) Groundtruth next frame.
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Figure 7. Quantitative results of long-term future prediction by
optical flow. The plot shows the average LPIPS and SSIM-time
step chart over KITTI test videos (256x832) and shadow is the
95% confidence interval. We calculate the metric with predicted
frames for up to time step T + 5 from a context of T=4 past frames.



Figure 8. Our approach may fail to generate high-quality frames many steps into the future autoregressively due to error accumulation:
Given 4 conditioning frames (top left), we show 5 predicted future frames in column 2 (bottom right) of two videos. Groundtruth frames
are shown in the bottom left.

Figure 9. Screenshots for 1080p Spring optical flow evaluation on the official website.



(b) Screenshot of Sintel Clean results

(a) Screenshot of Sintel Final results

Figure 10. Screenshots for Sintel optical flow evaluation on the official website.

Figure 11. Screenshots for KITTI-15 optical flow evaluation on the official website.
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