MemFlow: Optical Flow Estimation and Prediction with Memory

Supplementary Material

1. Details of Future Prediction

MemFlow-P. We present an overview of our Memory mod-
ule for future Prediction of optical Flow (MemFlow-P) as
in Fig. 1. Specifically, given current frame I;, we should
first calculate the 2D motion feature f,,, with previous frame
I;_;. We are now able to update the memory buffer with f;,,
and the context feature Cy(I;_1) from I, _;. Then we extract
the context feature Cy(I;) from the current frame I;, which
also serves as a query and reads out the aggregated motion
feature f,,, from the memory buffer. Besides, we also for-
ward warp the previous flow f;_;_,; as a base f, for flow
prediction. Finally, we concatenate the aggregated motion
feature from history, context feature from the current frame,
and forward warped flow f,, for flow prediction with a sim-
ple CNN: f = Convs(f¢, fam, fp). Our CNN has similar
convolutional layers as the original GRU. It consists of two
SKBlocks as introduced by SKFlow [10]. Each SKBlock
consists of two Feed Forward Networks (FFN), two depth-
wise convolutional layers, and one point-wise convolutional
layer. The total parameter of our MemFlow-P is 5.1 M. Our
loss function is the /; distance between our predicted flow
and the groundtruth:

L=1fy— flh- ()

MemFlow-P for Video Prediction. As shown in Fig. 2,
we first predict the optical flow f;_,;y1 for the last video
frame I;. Besides, we also estimate the monocular depth
from DPT [8] for the last video frame. We then utilize the
Softmax Splatting [7] for forward warping the last video
frame. As shown in the right part of Fig. 2, we get the splat-
ted frame and a disocclusion mask indicating the blank re-
gions. We finally inpaint the disocclusion region with image
inpainting method ZITS [5] and get the synthesised frame
It+1~

2. Implementation Details

Network Details. Our MemFlow shares the same network
architecture with SKFlow [10]. Specifically, our feature en-
coder and context encoder consist of 6 residual blocks, 2
at 1/2 resolution, 1/4 resolution, and 1/8 resolution, respec-
tively. Besides, our motion encoder and GRU are based on
6 and 2 SKBlocks as in SKFlow [10], respectively. And our
MemFlow-P only replaces the GRU with a small CNN as
illustrated in Sec. 1. As for our MemFlow-T, we utilize the
first two stages of ImageNet-pretrained Twins-SVT [1] as
our feature and context encoder.

Training Details. During training, we employ
FlashAttention-2 [3, 4] for faster memory read-out.

Training Schedule. We first pre-train our networks with 2-
frame in FlyingChair and FlyingThings3D for 120k (batch
size 8) and 150k (batch size 6) iterations, respectively.
Then, we train our networks with 3-frame and batch size
8 on the following datasets, for

* MemFlow, we train on FlyingThings3D for additional
600k iterations for generalization evaluation. Then, we
finetune our model for 600k iterations on Sintel, KITTI,
HDIK, and FlyingThings3D for Sintel submission. Fi-
nally, we finetune on KITTI for 40k and on Spring for
400k iterations, respectively.

* MemFlow-T, we train on FlyingThings3D for additional
600k iterations for generalization evaluation. Then, we
finetune our model for 300k iterations on Sintel, KITTI,
HDIK, and FlyingThings3D for Sintel submission. Fi-
nally, we finetune on KITTI for 40k iterations.

* MemFlow-P, we randomly initialized the newly added
CNN. We then train MemFlow-P on FlyingThings3D for
an additional 40k iterations for generalization evaluation.
For the experiment of video prediction, we train our mod-
els on Sintel, KITTI, HD1K, and FlyingThings3D with
300k iterations.

Evaluation Protocol of Video Prediction. We evaluate the
performance of video prediction on four sequences from the
KITTI test set following previous works [6, 11]. The four
sequences we employed are:
"2011_09_26_drive_0060_sync",
"2011_09_26_drive_0084_sync",
"2011_09_26_drive_0093_sync", and
"2011_09_26_drive_0096_sync".

Besides, as in prior works [6, 11], we use a context of T=4
past frames as input. All algorithms synthesize the next
frame based on past frames.

3. More Qualitative Comparison

More qualitative results on Sintel training set and KITTI
training set after pre-training on FlyingChair and FlyingTh-
ings3D are given in Figs. 3 and 4. We highlight the ar-
eas where our MemFlow(-T) achieves substantial improve-
ments with bounding boxes, compared to previous state-of-
the-art VideoFlow-MOF [9] and our baseline SKFlow [10].
Please zoom in for more details.

We also provide more qualitative results on the 1080p
Spring test set as shown in Fig. 5. The qualitative results
show superior cross-resolution generalization performance
of our MemFlow, which is trained with the image resolution
of 368x768.
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Figure 1. Overview of our MemFlow-P for future prediction of optical flow.
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Figure 2. Overview of our MemFlow-P for video prediction.

4. More Results on Future Prediction of Opti- Table 1. Generalization evaluation of flow prediction on FlyingTh-
cal Flow ings3D, Sintel, and KITTI-15.

Flow Prediction Results. We further show the full results Method Clezglniinal Cle:rimfginal Fl-IZLZTliill-sall

of generalization performance evaluation for flow predic-

tion in Tab. 1. MemFlow-P still outperforms other competi- Warped Oracle  14.76 1476 5776 576 - -

tors in terms of the EPE on the clean pass of datasets and __MemFlow 1555 1570 592 623 1295 5448

OFNet [2] 13.73 13.76 578 6.03 1243 59.17

the Fl-all on KITTI-15 by a large margin, showing great
MemFlow-P 7.81 7.56 497 538 8.82 4393

dataset-specific and cross-dataset performance.

Ablation Studies. In this section, we report the ablation
studies of flow prediction. First, we train a baseline model
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Figure 3. More qualitative results on Sintel training set final pass after pre-training on FlyingChair and FlyingThings3D. Bounding boxes
mark the regions of substantial improvements. Please zoom in for details.
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Figure 4. Qualitative results on KITTI training set after pre-training on FlyingChair and FlyingThings3D. Bounding boxes mark the regions
of substantial improvements. Please zoom in for details.

for flow prediction without the forward warped past flow sampled from FlyingThings3D. As shown in Tab. 2, con-
as input of CNN. The model is trained with 6-frame videos catenating the forward warped flow can improve the cross-
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Figure 5. Qualitative results on 1080p Spring test set after finetuning on Spring. Error maps are downloaded from the official website.
Please zoom in for details.



Table 2. Ablation studies on optical flow prediction.

Experiment Things Sintel KITTI-15
xpetimen Clean Final Clean Final Fl-epe Fl-all
Baseline 7.62 6.58 525 579 884 56.63

+Forward Warped Flow 7.76 7.57 496 547 857 53.15
756 497 538 8.82 43.93

+Training with 3-frame 7.81

dataset generalization performance a lot, though with lit-
tle worse results on the FlyingThings3D test split. More-
over, we find that training MemFlow-P with 3-frame videos
can achieve similar results as the one trained with 6-frame.
Therefore, we choose to train our MemFlow-P with 3-frame
videos and forward warped flow.

Qualitative Results of Future Prediction by Optical
Flow. We further provide several qualitative results of fu-
ture prediction by optical flow as shown in Fig. 6. Our
MemFlow-P can predict credible flow for the last video
frame, and successfully synthesize the next frame.
Limitations of Long-term Future Prediction by Optical
Flow. Our approach can generate nice results for short-term
(one time step) future prediction as shown in Fig. 6. How-
ever, in the long term, as the predicted frame deviates from
the distribution of training images, performance will drop
quickly due to error accumulation like other video predic-
tion methods. We further provide the quantitative and quali-
tative results of long-term future prediction in Figs. 7 and 8.

5. Screenshots of 1080p Spring, Sintel, and
KITTI Results

We further provide anonymous screenshots of Spring, Sin-
tel, and KITTT results on the test server as in Figs. 9 to 11.
Our MemFlow ranks first on the 1080p Spring benchmark.
The one without finetuning on Spring also performs well in
terms of cross-dataset generalization performance. On Sin-
tel, our MemFlow-T and MemFlow take the third and fourth
places on the final pass, which improves the performance of
SKFlow a lot. We also achieved great improvement on the
KITTI benchmark compared to the baseline SKFlow.
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Figure 6. Qualitative Results of Future Prediction by Optical Flow. (a) Predicted optical flow superimposed on the last video frame. (b)
Synthesized video frame based on our predicted flow. (c) Groundtruth next frame.
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Figure 7. Quantitative results of long-term future prediction by
optical flow. The plot shows the average LPIPS and SSIM-time
step chart over KITTI test videos (256x832) and shadow is the
95% confidence interval. We calculate the metric with predicted
frames for up to time step T + 5 from a context of T=4 past frames.
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Figure 8. Our approach may fail to generate high-quality frames many steps into the future autoregressively due to error accumulation:
Given 4 conditioning frames (top left), we show 5 predicted future frames in column 2 (bottom right) of two videos. Groundtruth frames

are shown in the bottom left.

Dataset & Benchmark

L. Mehl, J. Schmalfuss, A. Jahedi, Y. Nalivayko, A. Bruhn — University of Stuttgart

Download  Stereo SceneFlow | | Submit FAQ
Not logged in | Login | Create Account
pxa | 1px 1px e x| e e dpx dpx tpx dpx dpx
Name total | low-det. high-det. matched unmat. | rigid nonrig. notsky  sky | 50-10 51040 40+ EPE G LS
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Arorymes.
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4 RPKNet 4800 | 4460 50716 | 4171 31108 | 2208 23802 | 4478 0834 | 1665 4757 31240 | 0657 175 02638
Ay
s 5371 | 5003 63211 | 462 36274 | 2706 25531 | 4965 11535 | 1318 4854 40679 | 0475 1621 92720
6 code | 5724 | 5370 61497 | S0a1 33954 | 3047 25973 | 4840 19150 | 2055 5022 38315 | 0643 2189 92838
rited g sring e . Jshd, . i L Nigh, W, R, A 8. Hih Resocion ol e RAFT n stV Chatenge, 222
7 MemFlow(w/o f 5759 | 5394 63348 | 5107 32755 | 3203 24422 | 4494 24990 | 2978 4820 32071 | 0627 = 2114 92253
Anerymous
® | FlowFormer ode | 6510 | 6144 64219 | 5766 37294 | 357 29084 = 5500 21858 | 3381 5530 35344 | 0723 2384 91679
submitted by spring team | Z. Huang, X. Shi, C. Zhang, Q. Wang, K. C. Cheung, H. Qin, ). Daj, and H. Li. “Flowformer: A Transformer Architecture for Optical Flow." In European Conference on Computer Vision (ECCV), 2022.
9 FlowNer2 code | 6710 | 6346 64061 | 5601 48802 | 3711 20404 6030 16908 | 1862 5816 40603 | 1040 2823 9007
submitted by spring team | E. lig, N. Mayer, T. Saikia, M. Keuper, A. Dosovitskiy, and T. Brox. “FlowNe Evolution of Optical Flow Estimation with Deep Networks.” In IEEE Conference on Computer Vision and Pattern Recogniti (CVPR), 2017.

10 RAFT code 6.790 6426 64.087 5.999 39.481 4107 27.088 5.250 30.183 3134 5301 41403 1.476 3.198 90.920

submitted by spring team | Z Teed, and J. Deng. "RAFT: Recurrent All-Pairs Field Transforms for Optical Fiow.” In European Conference on Computer Vision (ECCV), 2020.

Figure 9. Screenshots for 1080p Spring optical flow evaluation on the official website.
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(a) Screenshot of Sintel Final results
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(b) Screenshot of Sintel Clean results
Figure 10. Screenshots for Sintel optical flow evaluation on the official website.
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Figure 11. Screenshots for KITTI-15 optical flow evaluation on the official website.
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