InstaGen: Enhancing Object Detection by Training on Synthetic Dataset

Supplementary Material

In this supplementary document, we present the experi-
mental results of the LVIS-OVD benchmark in Section S1.
Additionally, we perform an ablation study to evaluate the
coupling between the diffusion model and the grounding
head in Section S2. Furthermore, we evaluate the quality
of the pseudo-labels generated by the grounding head in
Section S3. Lastly, we provide more qualitative results in
Section S4.

S1. Open-vocabulary setting on LVIS

Experimental setup. We conduct experiments on the
LVIS-OVD benchmark. The latest LVIS v1.0 [4] consists
of 1203 categories, each with bounding box and instance
mask annotations. The categories are divided into three
groups based on the number of images in which each cate-
gory appears in the training set: rare (1-10 images), com-
mon (11-100 images), and frequent (more than 100 im-
ages). In line with the problem setting in ViLD [3] and
Detic [7], we treat the frequent and common classes as
base categories, while considering the rare classes as novel
categories. For evaluation on LVIS v1.0 minival set, we
mainly consider the mask Average Precision for novel cat-
egories, i.e. AP, However, to complete the AP metric,
we also report AP, (for common classes), APs (for frequent
classes) and AP (for all classes).

Similar to PromptDet [2], we enhance the prompt tem-
plate by incorporating a more detailed description to mit-
igate lexical ambiguity, particularly for the rare classes in
LVIS. It should be noted that the description can be easily
extracted from the metadata of the dataset. Consequently,
the text prompt for the selected categories is generated as
follows: ‘a photograph of [categoryl name] ([category] de-
scription]) and [category2 name] ([category2 description])’.
During the training of the grounding head, we utilize 500
synthetic images per category per training epoch. In addi-
tion, for the training of the object detector, we employ 250
synthetic images per category per training epoch and con-
duct 24 epochs of training.

Comparison to SOTA. We conduct a comparison with the
existing CLIP-based open-vocabulary object detectors us-
ing the Mask-RCNN model with ResNet-50, as shown in
Table S2. The results indicate that our detector, trained on
synthetic dataset from InstaGen, achieves comparable or
improved performance over existing CLIP-based methods.

S2. Tight coupling vs. Loose coupling

To generate high-quality bounding-boxes for the synthetic
images, we have designed a tight coupling between the

Lpase Lnovet Detector AP Precision Recall
v 70.2 87.9 68.3
v v 79.7 89.1 90.0

Table S1. The quality of the pseudo-labels.

diffusion model and the instance-level grounding head,
namely, the grounding head predicts the bounding-boxes
based on the SDM’s internal representation. To demonstrate
the effectiveness of the tight coupling design, we compare
it with a loose coupling design. For the latter, we train
an open-vocabulary detector (i.e. ResNet-101 + instance
level grounding head) on the synthetic images with base
categories, and generate pseudo-labels for novel categories.
When training detectors on such synthetic dataset, it gives
31.9 AP on novel categories on the COCO-OVD bench-
mark, 10.4 AP lower than tight coupling, showing the ben-
efits of rich semantic and positional information encoded in
SDM’s visual features.

S3. Quality of Pseudo-labels

Here we evaluate the quality of the pseudo-labels generated
by the proposed grounding head. We adopt two metrics to
assess their quality: (i) Detector AP and (ii) Precision and
Recall. For Detector AP, we leverage the pre-trained Mask-
RCNN model on the COCO dataset to generate ground
truths (GTs) for the synthetic images, and then compute the
AP of the pseudo labels derived from the teacher model. In
the case of Precision and Recall, we randomly select and
annotate 200 synthetic images, then calculate the precision
and recall of their pseudo-labels. As shown in Table S1,
after self-training on novel categories, the quality of the
pseudo-labels can be significantly improved in terms of De-
tector AP (70.2%—79.7%), Precision (87.9%—89.1%) and
Recall (68.3%—90.0%).

S4. Qualitative Results

We show more qualitative results generated by our InstaGen
in Figure S1. Without any manual annotations, InstaGen
can generate high-quality images with object bounding-
boxes of novel categories. In Figure S2, we further show the
qualitative results predicted by the Faster R-CNN trained
with the synthetic images form InstaGen on COCO vali-
dation set. The detector can now accurately localize and
recognize the objects from novel categories.



Method Supervision Detector Backbone InputSize AP AP, AP; APyowl

ViLD-ens. [3] CLIP Mask R-CNN R50 1024x1024 255 246 303 16.6
Detic [7] CLIP Mask R-CNN R50 1024x1024 268 263 316 17.8
F-VLM [5] CLIP Mask R-CNN R50 1024x1024 24.2 - - 18.6
PromptDet [2] CLIP Mask R-CNN R50 800x800 214 185 258 19.0
DetPro [1] CLIP Mask R-CNN R50 800x800 259 256 289 19.8
BARON [6] CLIP Mask R-CNN R50 800x800 25.1 244 289  18.0
BARON [6]t CLIP Mask R-CNN R50 800x800 27.6 27.6 298 226
InstaGen Stable Diffusion Mask R-CNN R50 800800 23.0 20.6 27.1 20.3

Table S2. Results on open-vocabulary LVIS benchmark. ' indicates using ensembling strategy for classification scores and learned prompts
for the category’s names.

Figure S1. Qualitative results generated by our InstaGen. The bounding-boxes with green denote the objects from base categories, while
the ones with red denote the objects from novel categories.



Figure S2. Qualitative results from our Faster R-CNN trained with the synthetic images from InstaGen on COCO validation set. The
bounding-boxes with green denote the objects from base categories, while the ones with red denote the objects from novel categories.
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