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This section provides a detailed analysis of the step recog-
nition and anticipation branches. Moreover, we conduct an
ablation study on the impact of different prompt structures on
the performance of the Large Language Model for mistake
detection. Lastly, we analyze the split of Epic-tent-O. The
code is available at https://github.com/aleflabo/PREGO.

A. Modelling Details
In this section, we discuss the step recognition architecture,
delve into details on symbolic reasoning, and provide in-
sights into the hyperparameters used.

A.1. Step Recognition

As shown in Table 2 of the main paper, we evaluate
PREGO using two methods for the step recognition branch:
OadTR [5] and [1], adapted for the task of online mistake
detection. This section discusses the OadTR architecture,
which achieves the best results on the Epic-tent-O dataset.

OadTR comprises a Transformer Encoder with three en-
coding layers. Each layer incorporates a Multi-Head self-
attention module and an Element-Wise addition module.
Similarly to [5], PREGO retains the learnable task token
along with the frame features, which acquire global dis-
criminative features for the online action detection task. The
OadTR-based step recognition model is selected according
to its recognition performance. In Tab. 1, we compare two al-
ternatives, which we consider: the original encoder-decoder
OadTR [5] model, and an encoder-only variant, which we
propose for PREGO. Note that performance is evaluated on
the Assembly101-O target benchmark, so the reported es-
timates differ from what reported when evaluated on [3].
The encoder-only model outperforms the original OadTR
architecture for all the window lengths, so we selected it for
PREGO to yield action recognition online. The optimal win-
dow size, set at 512, demonstrates a 10% improvement over
OadTR. Further to performance, the encoder-only model

Table 1. mAP performance of OadTR [5] as the Step Recognition
method considering different window sizes and architectures on
Assembly101-O.

Parms. Runtime Window size
(sec) 64 128 256 512 768

Encoder-Decoder (OadTR) 74 M 0.031 11.0 12.1 12.7 13.0 12.2
Encoder (PREGO) 21 M 0.017 11.3 12.3 12.8 14.5 13.2

also significantly reduces the parameter count compared to
the original model, reducing it approximately three times in
size.

In Table 1, for the encoder-decoder (OadTR) and encoder-
only (PREGO) models, we compare performances achieved
by varying the window size, i.e. varying the length in frames
of the ingested video excerpt, as input for the recognition
model. The mAP exhibits an ascending trend with increas-
ing window sizes, reaching its maximum when the window
size equals 512. Beyond this point, the mAP decreases,
suggesting that there is saturation and that the model fails to
handle the long-term dependencies between frames.

The inference Runtime, computed on a single sample,
shows the advantage of using the PREGO architecture due
to the strict time requirements of the online setup. The
chosen architecture is approximately 45% faster than the
original model.

A.2. Symbolic Reasoning

The main paper shows two distinct setups for the step an-
ticipation branch of PREGO, i.e., one using Llama-2 and
one adopting the OpenAI GPT-3.5. Specifically, we em-
ploy the 7 billion parameters version of Llama-2 [4] as the
LLM module for symbolic reasoning. We adjust the tem-
perature and output tokens hyperparameters to 0.6 for the
former, which aims to enforce quasi-deterministic outputs,
while setting the latter to 4 to ensure answers of the desired
length.
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Figure 1. Three different variants, defining different inputs to the LLMs. On the left, the prompt lacks any reference to sequences or
symbols to be completed. In the center, the prompt consists of detailed and lengthier requests. On the right, the prompt incorporates the
context of the sequence explicitly. This third variant performs best and it is therefore adopted in PREGO.

The second selected LLM is GPT-3.5 [2], developed
by OpenAI, provided as a paid API service. It has been
trained with reinforcement learning employing reward mod-
els learned by human feedback [2]. In our experiments, we
fix the temperature to 0.0. Unlike Llama-2, we do not con-
strain this model on the output length. This is because, in
our experiments, GPT-3.5 was more likely to give answers
consistent with the form of the prompt when compared with
Llama-2.

B. Prompt Context
In Sec. 5.4 of the main paper, we discussed the performance
of the Step Anticipation branch using different prompts. In
Fig. 1, we show the three prompts, dubbed ”Unreferenced-
context”, ”Elaborate”, and ”Referenced-context”. As re-
ported in the main paper, the results of PREGO with the
three versions are similar, hence the symbolic reasoning of
the LLM is not affected by the input prompts.

C. Epic-tent-O split
As described in Sec. 3.1.2 of the main paper, we propose
a new split of the Epic-tent dataset. We opt to include
this dataset since it includes different types of procedural
mistakes, i.e. ordering, omissions, repetitions, and correc-
tions. It has been recorded open-air, differentiating it from

Figure 2. Epic-tent-O split between train and test set based on
the self-confidence of actors while performing the procedure. The
videos with id between [1, 7] do not have confidence score anno-
tations and are included in the test set.

the assembly and kitchen-based datasets in literature. Epic-
tent consists of 29 videos, all of which contain annotated
procedural errors. To follow the OCC paradigm, we split
the dataset according to the confidence the actors annotated
while performing the procedure, as shown in Fig. 2. The
videos that form the test set have a median confidence score
under 0.6, while the others form the train set. Only 22 videos



have the confidence score annotations, while the remaining
7 do not and are assigned to the test set.
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