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1. Implementation Details

Detailed Parameters. We set 3 sets of camera view-
points C(sampling), C(inpainting) and C(img2img) for tex-
ture space samling, Inpainting epoch and Img2Img epoch,
respectively. We use the same viewpoints configuration
for all the inputs, as shown in Tab. 1. We disable ‘guess
mode’, i.e., we did not apply depth control to the uncondi-
tional guidance side of the classifier-free guidance because
guess mode tends to produce unnatural colors. Following
the original DDIM [10], in the denoising process we set
σi =

√
(1− αi−1)/(1− αi)

√
1− αi/αi−1 and use a lin-

ear time schedule {ti}0i=T .
Rendering Settings. We modify nvdiffrec [6], which is
based on the differentiable rendering pipeline implemented
using nvdiffrast [3], to implement the rendering function
R. We set the BSDF (bidirectional scattering distribution
function) type to ‘kd’ to ignore the influence of lighting,
as in this work, we focus on generating the content of tex-
tures rather than decoupling materials from lighting. The
visual results presented in the main paper also use ‘kd’ as
the BSDF type. In Fig. 1, we show the rendering results
with ‘diffuse’ as the BSDF type, using a museumplein en-
vironment light. It can be observed that some inconsistent

C(sampling)

elevation azimuth elevation azimuth
0◦ 0◦ 0◦ 180◦

0◦ 90◦ 0◦ 270◦

C(inpainting)

elevation azimuth elevation azimuth
90◦ 0◦ 60◦ 315◦

0◦ 45◦ 60◦ 90◦

0◦ 315◦ 60◦ 270◦

0◦ 135◦ 60◦ 135◦

0◦ 225◦ 60◦ 225◦

60◦ 0◦ 60◦ 180◦

60◦ 45◦

C(img2img)

elevation azimuth elevation azimuth
0◦ 180◦ 0◦ 270◦

0◦ 135◦ 0◦ 45◦

0◦ 225◦ 0◦ 315◦

0◦ 90◦ 0◦ 0◦

Table 1. Viewpoints settings.

Figure 1. Renderings with ‘diffuse’ BSDF.

Figure 2. Screenshot of user study.

Loss
Win

Ours Text2Tex TEXTure

Ours - 20 24
Text2Tex 60 - 43
TEXTure 56 37 -

Table 2. Results of pairwise user study.

light-dark relationships appear in ‘diffuse’ rendering results.
We will explore generating texture maps that comply with
the Physically Based Rendering (PBR) workflow in future
work.
User Study. To compare with the baseline methods, we
conduct a user study as part of the evaluation. We imple-
ment a survey using Gradio [1], which is a webpage-based
tool. The survey randomly present 10 groups of generated
results to each participant. A screenshot of the survey for
a group of generated results is displayed in Fig. 2, which
includes six videos and two questions:
1. Which result appears to have the highest visual quality

(natural color, rich details, and no artifacts)?
2. Which result best matches the prompt ‘[prompt]’?
For each group of results displayed in the videos, we en-
sure that their order is randomly shuffled to prevent bias.
Responses where all answers have the same selection and
responses with completely identical answers are considered
invalid. After filtering, we obtain a total of 35 valid surveys.

We also conduct a pairwise comparison test with two
competitive methods, as shown in Tab. 2. We employ the
Bradley-Terry model to analyze the results of the pairwise



user study. The estimated Bradley-Terry model parameters
pOurs, pText2Tex, pTEXTure are 1.91, 0.66, 0.79 respectively,
which indicates that ours is the strongest.

2. More Results
We highly recommend readers to visit our project home-
page1 to view the result videos.

2.1. Comparison Results

We provide more visual comparisons between our method
and state-of-the-art baselines [2, 4, 5, 8] in the video titled
‘Comparisons’. In Fig. 5-10, we show some multi-view
renderings from the video. It is clear from these compar-
isons that our method outperforms the baseline approaches
in terms of both visual quality and alignment with the input
prompt.

2.2. Ablation Results

In texture space sampling, we leverage dynamic alignment
and style consistency to ensure consistency across multi-
ple viewpoints. To verify the effectiveness of these two op-
erations on the results, we present a visual comparison of
the generated results under different consistency settings in
the video titled ‘Consistency Ablations’. In Fig. 11-12, we
show some multi-view renderings from the video. It can
be observed that style consistency greatly affects the global
style harmony, while dynamic alignment can resolve multi-
view conflicts.

2.3. Stable Diffusion XL Generation Results

In the main paper, we utilized Stable Diffusion
v1.5 [9] as the image diffusion model. To further en-
hance the quality of generated textures, we conducted an
experiment to explore the effectiveness of GenesisTex using
Stable Diffusion XL [7] for texture synthesis. The
results are showcased in the video titled ‘Texturing with Sta-
ble Diffusion XL’. Figure 3 and Fig. 4 displays some multi-
view rendering images extracted from the video. It can be
observed that our method, leveraging Stable Diffusion XL,
produces textures with remarkably high detail quality and
minimal artifacts. This experiment highlights the potential
of our approach when applied with more powerful image
diffusion models.
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yellow school bus

shiitake mushroom

turquoise blue handbag

black handbag with gold trims

white handbag

taxi from tokyo, black toyota crown

Figure 3. Generation results with Stable Diffusion XL I.



white humanoid robot, movie poster, 
main character of a science fiction movie

comic book superhero, red body suit

cartoon dragon, red and green

black and white dragon in chinese ink art style

sandstone statue of hermanubis

blue handbag with silver trims

Figure 4. Generation results with Stable Diffusion XL II.



w
hi

te
 h

an
db

ag
w

in
e 

ba
rr

el

Geometry Text2Mesh Latent-Paint Text2Tex TEXTure Ours

Geometry Text2Mesh Latent-Paint Text2Tex TEXTure Ours

Figure 5. More qualitative comparisons I.
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Figure 6. More qualitative comparisons II.
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Figure 7. More qualitative comparisons III.
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Figure 8. More qualitative comparisons IV.



bl
ue

 h
an

db
ag

 w
it
h 

si
lv

er
 t

ri
m

s
fa

rm
 t

ru
ck

 f
ro

m
 c

ar
s 

m
ov

ie
, 
br

ow
n,

 r
us

ty

Geometry Text2Mesh Latent-Paint Text2Tex TEXTure Ours

Geometry Text2Mesh Latent-Paint Text2Tex TEXTure Ours

Figure 9. More qualitative comparisons V.
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Figure 10. More qualitative comparisons VI.
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Figure 11. More ablation results I.
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Figure 12. More ablation results II.
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