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1. Method Details
1.1. Attention Layers

We implemented a standard transformer block [4] for the
self-/cross-attention layer. However, we omitted the con-
ventional positional encoding step because our proposed
network explicitly learned keypoint embeddings to guide
depth estimation. We utilized one cross-attention layer and
three pairs of self and cross-attention layers to perform ge-
ometric (Eq. 7) and visual guidance (Eq. 9), respectively.

1.2. Normalization Techniques

During our experiments, we observed that applying normal-
ization techniques to depth and loss enhances the training
network’s convergence speed and increases overall general-
izability. Specifically, we extracted the minimum and maxi-
mum depth values, dmin and dmax, from the observed depth
Do. We normalized Do before applying Eq. 4. Subse-
quently, we converted the output depth Dr in Eq. 10a back
into the original depth range using dmin and dmax.

To normalize the loss in Eq. 14, we computed the stan-
dard deviation (σ) of ground-truth depths and used it as a
scaling factor.

1.3. Implementation of CPA

While the PIN module (Section 3.2) is naturally differen-
tiable when using standard neural network layers in Py-
torch, it is required to make the CPA module (Section 3.3)
differentiable with respect to the predicted 3D points and
confidences of PIN. This ensures that our network can be
trained end-to-end across multiple reference views.

The quantization function Qs, which approximates key-
point ki within cell size s, is simply designed as Qs(ki) =
round(ki

s )∗s, where round(x) converts x into the closest
integer number.

To efficiently implement the point aggregation step in
Eqs. 12&13, we extracted a set of unique quantized key-
points and then used the index reduce function in Py-
torch, as follows:

uniq_kpts2d, indices = torch.unique(Q_s(kpts2d))
# aggregate confidence values (Eq. 13)
agg_conf.index_reduce_(0, indices, conf, "mean")
# aggregate 2D keypoints
agg_kpts2d.index_reduce_(0, indices, \

kpts2d*conf, "mean")
agg_kpts2d = agg_kpts2d / (agg_conf + 1e-6)
# aggregate 3D points (Eq. 12)
agg_pts3d.index_reduce_(0, indices, \

pts3d*conf, "mean")
agg_pts3d = agg_pts3d / (agg_conf + 1e-6)

2. Detailed Experiments
2.1. Training

The proposed method was developed using PyTorch
and optimized with AdamW. We conducted training on
MegaDepth [7], comprising 196 scenes from various global
locations. For each scene, we randomly selected the top
300 query images and the top 3 reference images for each
query. During evaluation, the number of reference images
can be increased to enhance performance. We directly uti-
lized pre-trained weights for the 2D feature-matching model
and updated weights exclusively for the proposed PIN and
CPA (Sections 3.2&3.3). The training process utilized two
NVIDIA GeForce RTX 3090 GPUs, each equipped with
24GB of memory. The initial learning rate and batch size
were set to 0.001 and 4, respectively. The training spanned
40 epochs and was completed within two days. The model,
trained on MegaDepth, was directly used for evaluation
across all datasets, eliminating the need for finetuning or
retraining.

2.2. Analysis for 7Scenes and Cambridge

7scenes. The 7scenes dataset, primarily designed for
indoor scenarios, introduces several challenges, including
textureless surfaces and repetitive patterns. Therefore, the
SfM pipeline usually produces noisy 3D models. As illus-
trated in Fig. 1, the generated point clouds for multiple
scenes exhibit substantial noise, failing to accurately repre-
sent the scene structures. In our evaluations of the dataset,
we employed an image resolution of 640 × 480 and con-
figured the quantization size (s) in the CPA module to 2.
Similar to the setups of HLoc [10, 11], we employed Den-
seVLad [19] to select the top 10 reference images for each
query image.

The quantitative results using median errors were re-
ported in Table 1 of the main paper. Here, we further pro-
vide a qualitative evaluation in Fig. 1. We visualized the
point cloud inputs and drew trajectories of the estimated
camera positions. As shown in Fig. 1, the point clouds
of DeViLoc contain a considerable amount of noisy points
compared to HLoc. However, DeViLoc can predict more
accurate camera positions, as depicted by the color codes.
We also calculated the percentage of test images in which
their camera positions and orientations are smaller than 3cm
and 3o respectively. The results indicate that our method is
significantly better than the robust pipeline HLoc[SP+SG].

Cambridge landmarks. The Cambridge dataset in-
cludes five outdoor scenes, featuring query and refer-
ence images taken from various trajectories. We utilized



Figure 1. Qualitative results on 7scenes. We visualize the estimated camera positions for all query images with highlighted position errors
using a color map. The point cloud inputs for each method are displayed in the background. Additionally, we provide the percentage
of query images with a camera pose error below (3cm, 3o). Despite having to deal with very noisy 3D inputs, DeViLoc consistently
outperforms HLoc[SP+SG] across most scenes.

Figure 2. Qualitative evaluation for the Cambridge dataset. We compare with robust FM-based methods, HLoc[SP+SG] [3, 11] and
HLoc[LoFTR] [16]. The position errors are color-coded, and the percentage of queries with the pose threshold of (5cm, 5o) is reported.
DeViLoc outperforms HLoc[LoFTR] and achieves competitive performance compared to HLoc[SP+SG], even when handling more sparse
and noisy inputs.



Method urban suburban park overcast sunny foliage mixed fol. no foliage low sun cloudy snow
AS [14] 81.0/87.3/92.4 62.6/70.9/81.0 45.5/51.6/62.0 64.1/70.8/78.6 55.2/62.3/71.3 58.8/65.3/73.9 59.2/67.5/77.4 83.3/88.9/94.6 65.8/73.4/82.8 71.6/77.6/84.2 73.0/81.0/90.5
D2Net [5] 94.0/97.7/99.1 93.0/95.7/98.3 89.2/93.2/95.0 92.5/95.6/97.5 86.2/91.8/95.2 88.0/92.8/95.9 94.3/96.9/98.4 98.0/99.4/99.8 95.1/97.5/98.7 95.5/97.5/98.9 97.2/98.9/99.6
HLoc[SP] [3] 89.5/94.2/97.9 76.5/82.7/92.7 57.4/64.4/80.4 77.1/82.8/91.8 65.1/72.3/86.8 69.2/75.5/88.3 75.2/81.7/90.8 88.7/92.8/96.4 78.0/83.9/91.8 83.4/87.7/94.0 80.7/86.6/93.2
R2D2 [9] 89.7/96.6/98.3 76.1/83.8/89.0 64.4/72.1/76.5 79.9/87.0/90.6 70.3/78.3/83.2 74.1/81.2/85.6 75.7/84.1/87.9 86.6/93.3/95.3 77.8/85.7/89.3 84.1/90.0/92.5 79.8/87.6/91.1
PixLoc [12] 88.3/90.4/93.7 79.6/81.1/85.2 61.0/62.5/69.4 78.5/80.0/84.8 72.4/75.6/81.8 74.3/76.8/82.7 76.6/77.7/81.8 84.1/84.8/87.7 77.5/78.4/82.2 82.0/82.9/87.0 75.7/76.4/80.4
HLoc[SP+SG] 95.5/98.6/99.3 90.9/94.2/97.1 85.7/89.0/91.6 92.3/95.3/96.9 86.1/91.3/94.6 88.3/92.5/95.3 91.6/94.5/96.2 95.4/97.1/98.3 91.8/94.4/96.3 95.2/97.0/98.0 92.3/94.6/96.6
HLoc+PixLoc 96.9/98.9/99.3 93.3/95.4/97.1 87.0/89.5/91.6 93.6/95.5/96.9 88.4/92.4/94.6 90.3/93.4/95.3 93.3/95.0/96.2 96.6/97.5/98.3 93.6/95.1/96.3 96.2/97.3/98.0 94.3/95.3/96.6
SFD2 [20] 95.0/97.5/98.6 90.5/92.7/95.3 86.4/89.1/91.2 92.1/94.0/95.8 86.3/90.3/93.4 87.9/91.0/93.9 91.9/94.0/95.5 95.3/96.6/97.6 92.4/94.4/95.8 93.3/94.7/96.3 92.9/94.6/96.0
Ours (top-10) 95.7/98.4/99.2 97.1/98.3/99.4 92.1/95.1/96.3 96.2/97.9/98.7 90.4/94.8/96.8 92.2/95.5/97.2 97.1/98.6/99.2 98.5/99.3/99.6 97.4/98.7/99.2 97.4/98.3/98.9 97.7/98.6/99.1
Ours (top-15) 96.5/98.9/99.3 97.7/98.8/99.8 93.1/96.1/97.1 96.7/98.2/98.9 91.9/96.3/98.0 93.4/96.7/98.2 97.5/98.8/99.2 98.9/99.6/99.7 97.8/98.9/99.2 98.0/98.9/99.3 98.4/99.1/99.4

Table 1. Detailed breakdown of the results on the extended CMU dataset. The results are categorized into different scenarios such as scene
types (urban, suburban, park), weather conditions (overcast, sunny, low sun, cloudy, snow), and foliage appearance (foliage, no foliage,
mixed foliage). The metrics are calculated with pose error thresholds of {(25cm, 2o), (50cm, 5o), (5m, 10o)}. We additionally include
the other FM-based methods, R2D2 [9] and SFD2 [20], for comparison. As depicted in the table, DeViLoc demonstrates state-of-the-art
performance.

NetVLad [1] to retrieve 20 reference images for each query
image. In the testing phase, the longest dimension of an
image was resized to 864, and the quantization size (s) was
configured to 4. For both datasets, a RANSAC threshold of
20 pixels was employed in the PnP solver during the camera
pose estimation step.

The qualitative results on Cambridge are shown in
Fig. 2. We compared with two FM-based methods,
HLoc[SP+SG] and HLoc[LoFTR [16]]. We found that al-
though the detector-free method LoFTR can produce dense
point cloud inputs, its performance is not significantly
improved in comparison to the detector-based method,
SP+SG. The main reason is that the dense point clouds
produced by HLoc[LoFTR] also increase the number of
imprecise 3D points. Meanwhile, the transformer-based
model, SuperGlue (SG), is very effective in eliminat-
ing noisy points. In contrast to both models, our point
clouds built from SIFT-based COLMAP are both noisy
and sparse. However, our method is still better than
HLoc[LoFTR] and achieved competitive performance com-
pared to HLoc[SP+SG].

2.3. More Details of Large-Scale Evaluation

We conducted additional evaluations of DeViLoc on
an extensive visual localization benchmark that includes
long-term and large-scale datasets [15]. Our evalua-
tions were performed on three datasets, Aachen Day-
Night [13, 15], RobotCar-Seasons [8, 15], and Ex-
tended CMU-Seasons [2, 18]. The predicted cam-
era poses were submitted to the benchmark website
(https://www.visuallocalization.net) to obtain recall metrics
at thresholds of (25cm, 2o),(50cm, 5o), and (5m, 10o).

Aachen. The Aachen Day-Night dataset includes 4328
database images from various locations in Aachen city,
along with 922 query images captured under both day and
night conditions. In this evaluation, we selected the top-50
reference images per query using NetVLad [1]. We resized
the longest dimension of each image to 864 and applied the
quantization size of 4. We then used a RANSAC threshold

Day-all Night-all
DeViLoc w/o CPA (τ = 0) 57.0 / 81.7 / 97.4 27.1 / 67.3 / 92.8
DeViLoc w/ CPA (τ = 0.5) 56.9 / 81.8 / 98.0 31.3 / 68.9 / 92.4
DeViLoc w/ CPA (τ = 0.8) 56.2 / 82.0 / 98.0 32.5 / 69.8 / 92.5

Table 2. Effectiveness of CPA module on the RobotCar dataset.

of 15 pixels to estimate camera poses.
Although our method experienced a slightly inferior per-

formance compared to HLoc[SP+SG] as shown in Table 2
of the main paper, it still demonstrated the effectiveness in
in handling low-quality point cloud input and challenging
night-time conditions.

RobotCar. The RobotCar-Seasons dataset is notably
challenging, featuring 26121 database images and 11934
query images taken in different seasons (winter, summer),
various weather conditions (sun, rain, snow), and different
times of the day (dusk, dawn, night). We employed the top-
20 reference images, maintaining similar settings for image
size, quantization size, and RANSAC threshold as in the
Aachen evaluation.

We showcased the effectiveness of our method in pro-
ducing semi-dense 2D-3D matches and filtering noise on
the RobotCar dataset. Fig. 3 presents the 2D-3D match-
ing results under various localization conditions. We ob-
served that our method demonstrates proficiency in estimat-
ing highly confident matches, particularly in areas associ-
ated with buildings. This capability stems from our model
being trained on the MegaDepth dataset. Leveraging the
confidence estimation module, our approach adeptly elimi-
nates inaccurate matches, as depicted in the orange colors.
Additionally, we conducted a quantitative experiment with
different setups of confidence threshold τ . Table 2 demon-
strates the effectiveness of noise filtering using the CPA
module.

However, there exist several cases in which our CPA
module can not successfully eliminate noisy 2D-3D
matches. For instance, as depicted in Fig. 3, some fail-
ure cases include (overcast-winter, illustration 1&2) and



(rain, illustration 1), characterized by depth predictions at
extended distances. This led to a subpar performance of our
method on the RobotCar dataset compared to HLoc in one
metric (Table 2).

CMU. The extended CMU dataset provides a more
challenging localization scenario with a high number of
query images (56613) captured from different locations and
conditions. The dataset contains 60937 database images.
Building a point cloud input from these images requires
days to finish. For FM-based methods that utilize the HLoc
pipeline, it is required to build the point clouds based on the
detected features. Our method did not need to implement
this step because the SIFT-based point cloud is available in
the dataset. Due to the large number of query images, we se-
lected only 10 reference images per query. We then resized
the width of each image to 864 and set the quantization size
and the RANSAC threshold to 4 and 20, respectively.

Table 1 provides a detailed breakdown of the results from
the CMU benchmark, categorizing them based on different
challenging conditions to assess the performance of local-
ization methods. As demonstrated in Table 1, DeViLoc con-
sistently achieves over 90% accuracy across all scenarios,
surpassing other methods.

Furthermore, Fig. 4 offers a qualitative comparison be-
tween our method and HLoc[SP+SG]. The comparison re-
veals that DeViLoc generates numerous matches that effec-
tively capture specific structures in the scenes. While our
results may contain some noisy points, their overall impact
is insignificant. In contrast, HLoc heavily relies on predeter-
mined 3D points, leading to fewer 2D-3D matches in chal-
lenging conditions, as illustrated in Slices 16 and 18.

3. Discussion
Flexibility of DeViLoc. While we utilized the detector-

free image-matching model [6] to predict a substantial num-
ber of 2D-2D matches in the experiments, it is also possible
to employ detector-based models for this step. In this situa-
tion, the runtime required for localization would be signifi-
cantly reduced since the 2D-2D matching step is much more
time-consuming than the proposed PIN and CPA modules
(as demonstrated in Table 4 of the main paper). Due to the
length and density of our paper, we have decided to leave
this experiment to the audience after releasing the source
code.

Storage Demand. Our database stores images and the
3D coordinates of point clouds, without the need of sav-
ing local features for all database images as done in HLoc.
Moreover, during the experiments, we observed that our
method maintains robust performance even when process-
ing low-resolution images with a width of 864 pixels. Con-
sequently, our localization system can reduce the storage
demands by only saving low-resolution database images.
However, the storage size of DeViLoc is still relatively large

compared to methods that do not store local features or
database images, such as NeuMap [17] or GoMatch [21].
Nevertheless, these methods involve a tradeoff in localiza-
tion accuracy.



Figure 3. Illustrations of our 2D-3D matching results on the RobotCar dataset under challenging conditions, including varying times (dusk,
dawn, night), weather conditions (rain, snow, sun), and seasons (summer, winter). DeViLoc successfully predicts numerous matches with
uncertainties, effectively filtering out low-confidence matches (depicted in orange) and enhancing overall matching results.



Figure 4. Qualitative comparison on the extended CMU seasons dataset. Compared to HLoc[SuperPoint+SuperGlue], DeViLoc can
produce a higher number of accurate 2D-3D matches. Our method also estimates the matching confidence indicated by a color scale, from
red (lowest confidence) to green (highest confidence).
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