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The appendix consists of baselines, experimental settings

and supplementary experiments. The main contents are

listed as follows:

• Section A. Experimental Details: we introduce the

comparative methods more comprehensively, discuss the

similarity and relationship with AV-MAE and describe

the implementation details and metrics for audio-visual

source localization.

• Section B. Impact of Top Ratio of Attentive Tokens:

we provide experimental results with various ratios of at-

tentive tokens for both modalities.

• Section C. Impact of Mask Strategy and Mask Ratio:

more detailed results of the mask mechanism.

• Section D. More Audio-Visual Retrieval Results: in-

cluding experiments on VGGSound and MSR-VTT.

• Section E. Comparison with Task-Specific Methods of

Audio-Visual Source Localization: we compare the pre-

trained models using CrossMAE with task-specific meth-

ods in audio-visual source localization.

• Section F. Comparison with MAViL: we compare our

method with more recent work MAViL [? ].

• Section G. Further Audio-Visual Tasks: we fine-tune

the pre-trained model on AVE, AVQA, and AVS tasks.

• Section H. Limitations: we enumerate some limitations

of our approach.

A. Experimental Details

A.1. Comparative Methods

In the main paper, we compared various existing method-

ologies, including AudioCLIP, Perceiver, AV Fusion, MBT

and CAV-MAE.

• AudioCLIP [8] (ICASSP2022): This method extends the

CLIP model, presenting an extension of the contrastive

text-image model (CLIP) that accommodates audio in ad-

dition to text and images. AudioCLIP is an approach that

integrates a high-performance audio model into CLIP,

thereby achieving a tri-modal hybrid architecture. It

is noteworthy that AudioCLIP is a visual-text-audio tri-

modal pre-trained model. In our tests, we utilized only

the visual and auditory modalities without adjusting the

linguistic modality.

• Perceiver [10] (ICML2021): The paper introduces a

model that utilizes an asymmetrical attention mechanism

to progressively refine inputs into a condensed latent bot-

tleneck, enabling the handling of substantially large in-

puts. It implements a technique for marking input units

with a precise representation of position and modality,

akin to the labeled line strategy employed in the creation

of topographic and cross-sensory maps within biological

neural networks, which correlates the activity of a distinct

unit with a semantic or spatial location.

• Attn AV [3] (IJCAI2021): The paper discusses an audiovi-

sual fusion model designed to integrate separately trained

individual audio and visual models for each respective

modality. The objective is to identify sounds from weakly

labeled video recordings through the use of an attention

module. The models are trained using data that is weakly

labeled, which enables the system to learn from exam-

ples that do not have precise annotations or timestamps,

focusing instead on the overall context to make associa-

tions between audio and visual elements.

• MBT [15] (NeurIPS2021): This research presents a new

transformer-based structure incorporating ’fusion bottle-

necks’ for merging modalities at various levels within the

network. Unlike the standard pairwise self-attention, the

Multimodal Bottleneck Transformer (MBT) constrains

the flow of information between different modalities to

pass through a limited set of bottleneck latent. This de-

sign compels the model to summarize and distill the per-

tinent information within each modality and exchange

only what is essential. It is important to highlight that,

whereas MBT employs labels for supervised training,

our approach adopts self-supervised training, forgo-

ing the need for any annotations. This allows our model

to learn from the data itself, potentially making it more

versatile in scenarios where labeled data is scarce or un-

available.

• CAV-MAE [5] (ICLR2023): This paper pioneers the

expansion of the MAE (Masked Autoencoder) model

from its original single-modality application to encom-

pass audio-visual multi-modalities. It puts forward CAV-

MAE, an innovative approach that merges contrastive

learning with masked data modeling to derive a cohesive

audio-visual representation. It operates with a joint en-

coder and decoder that handles separate audio and visual

features as well as a combined feature set derived from

concatenating the two. Our proposed method, in con-

trast, treats audio and visual inputs independently and has

been crafted to include a two-tiered reconstruction pro-

cess. This allows for a more granular and precise recon-

struction of each modality, which could potentially lead to

a more robust and accurate multi-modal representation.



A.2. Similarity and Distinctions of AV­MAE

Our Cross-Conditioned Reconstruction v.s. AV-MAE.

Similarity: Both aim to reconstruct one modality using fea-

tures from the other.

Distinctions: (1)Pre-training. We employ advanced in-

teraction, i.e., multi-head cross-attention, and capitalize on

regionally correlated information (Attentive Tokens) for re-

construction, enabling fine-grained region alignment. Con-

versely, AV-MAE uses a basic concatenation of tokens and

disregards regional specifics. (2)Backbone. We use sep-

arate encoders and decoders for each modality, providing

more flexible modeling.

A.3. Implementation Details

Dataset Details. AudioSet [4] is the largest dataset for

sound events. It consists of YouTube videos that cover

527 different sound events. Each video clip is approxi-

mately 10 seconds long and has been manually annotated

by humans with multiple labels indicating the sound events

present in the clip. Flickr-SoundNet [16, 17] and VGG-

SoundSource [2] are two large-scale audio-visual datasets.

Flickr-SoundNet contains 5,000 bounding-box annotations,

and VGG-SoundSource has 5,158 annotated samples. For

audio event classification, we fine-tuned the models using

AudioSet-20k, AudioSet-2M, and VGGSound-200K [1]

datasets. Additionally, we utilize Flickr-SoundNet and

VGG-SoundSource for the evaluation of audio-visual re-

trieval and audio-visual source localization tasks [2, 6, 7,

13, 14, 16, 23].

Our backbone architecture follows that of the Vision

Transformer (ViT). During the training process, we utilize

the Adam optimizer with a learning rate set to 2e-5 and a

weight decay of 0.05. The training workload is distributed

across 8 Nvidia A100 GPUs.

In our audio-visual classification experiments, we fine-

tune the pre-trained model on different datasets (for de-

tails, see Section 4.3 in the main paper). The remain-

ing tasks, which include audio-visual retrieval and audio-

visual source localization, are directly tested without any

further fine-tuning. This approach demonstrates the versa-

tility and transferability of the learned representations from

our model, indicating its potential effectiveness in a variety

of audio-visual tasks even without task-specific fine-tuning.

For images, we extract the middle frame from a 10-

second Audioset video. The image is resized to 224×224×3

for input and tokenized with a patch size of 16. We apply a

2D sin-cos position encoding to different tokens. Following

MAE, we set the default mask ratio to 0.75 using random

masking. For Attentive Tokens, we set the top ratio to 0.25.

For audio, following AST and Attention Bottlenecks,

we transform the raw waveform (pre-processed as a mono

channel with a 16,000 Hz sampling rate) into 128 Mel-

frequency bands compatible with Kaldi, using a 25ms Han-

Table 1. Performance of various tasks across different visual top

ratios, we fix the audio top ratio as 25%. We conduct audio-visual

retrieval tests on the VGG-SoundSource dataset and report the re-

sults.

V ratio
audio-visual visual-audio AVSL

R@1 R@5 R@10 R@1 R@5 R@10 CIoU AUC

0% 19.2 48.8 61.2 18.8 47.2 59.6 38.22 25.94

25% 22.8 56.6 70.8 21.3 54.4 60.5 39.80 27.13

50% 24.0 58.4 72.2 22.6 56.6 62.0 35.86 25.63

75% 21.2 55.2 68.2 20.6 53.4 59.8 35.46 25.15

Table 2. Performance of various tasks across different audio top

ratios, we fix the visual top ratio as 25%.

A ratio
audio-visual visual-audio AVSL

R@1 R@5 R@10 R@1 R@5 R@10 CIoU AUC

0% 19.2 48.8 61.2 18.8 47.2 59.6 38.22 25.94

25% 22.8 56.6 70.8 21.3 54.4 60.5 39.80 27.13

50% 23.0 57.0 68.6 54.6 56.0 60.0 35.85 25.28

75% 21.0 55.2 66.4 19.2 54.2 57.2 34.26 24.65

ning window with a 10ms shift. We use a 10-second record-

ing from AudioSet and set the input as a spectrogram with

1×1024×128 dimensions. The spectrogram’s mask ratio is

set to 0.75, and we conduct ablation experiments on differ-

ent masking methods in this appendix. Similar to vision,

the top ratio for audio-Attentive Tokens is 0.25.

A.4. Metrics of Audio­Visual Source Localization

We report the Area Under Curve (AUC) and Consensus

Intersection over Union (CIoU), following previous set-

tings. We consider a set of audio-visual pairs as D =
{(vi, ai),Gi}, where Gi is the ground-truth. We set Pi(δ) =
{(x, y)|Pi(x, y) > δ} is the foreground region of predicted

map, and Gi(x, y) = {(x, y)|Gi(x, y) > 0} is the fore-

ground region of ground truth.

The IoU of the predicted map and ground truth can be

calculated by:

IoU i(δ) =

∑
x,y∈Pi(δ)

Gi(x, y)
∑

x,y∈Pi(δ)
Gi(x, y) +

∑
x,y∈{Pi(δ)−Gi}

1
.

(1)

In previous works, CIoU quantifies the proportion of sam-

ples with IoU values exceeding a predetermined threshold.

B. Impact of Top Ratio of Attentive Tokens

In the main text, we explore the influence of attentive to-

ken forms on model performance, proving their effective-

ness. Additionally, we examine the performance of Atten-

tive Tokens at different top ratios. Specifically, we com-

pare the impact of selecting the top 25%, 50%, and 75%

of tokens from both modalities on model performance. We

report their performance on the zero-shot audio-visual re-

trieval task. Results in Table 1 and Table 2 show that a top
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Figure 1. Mask ratios ablation studies. We conducted audio-visual

retrieval tests on the VGG-SoundSource dataset and reported the

R@10. A mask ratio of 75% is suitable for both visual and au-

ditory modalities in CrossMAE. Therefore, we set the visual and

auditory mask ratios of CrossMAE to 75%.
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Figure 2. Mask strategies ablation studies. We conducted audio-

visual retrieval tests on the VGG-SoundSource dataset and re-

ported the R@10. We found that random masking (unstructured)

yields the best results for spectrograms, followed by time-freq

masking (structured), while masking only time or frequency in-

dividually leads to slightly lower performance. We believe that

the random and time-freq masking methods are more conducive to

the model’s reconstruction based on information from surrounding

tokens.

ratio of 25% yields the best audio-visual source localization

effects for CrossMAE and sufficiently good audio-visual re-

trieval results, surpassing existing state-of-the-art method

CAV-MAE. At a top ratio of 50%, there is a slight improve-

ment in audio-visual retrieval performance; however, it is

minimal and the R@10 metrics do not exceed the perfor-

mance at a 25% top ratio. Additionally, the audio-visual

source localization performance at a 50% top ratio is re-

duced compared to a 25% top ratio. We analyze that this is

due to the introduction of more background or noisy tokens,

which are not truly attentive, affecting the region alignment

of CrossMAE. Therefore, we ultimately set both the visual

and auditory top ratios to 25%.

C. Impact of Mask Strategy and Mask Ratio

CrossMAE uses a masking ratio of 75% for both the visual

and auditory modalities, with both images and audio em-

ploying a random masking approach. In this section, we in-

vestigate the impact of different masking methods and mask

ratios on CrossMAE’s representational ability.

Firstly, for audio, the model input is a spectrogram of the

Table 3. Audio-visual retrieval results on VGGSound.

Audio → Visual Visual → Audio

R@1 R@5 R@10 R@1 R@5 R@10

(a) CAV-MAE [5] 12.1 31.6 42.4 14.7 35.2 45.9

(b) CL-AV 8.4 2.6 36.0 6.2 18.8 28.8

(c) SelfMAE 2.6 5.6 12.8 2.0 5.4 11.2

(d) CL-SelfMAE 9.6 27.2 39.2 8.2 21.6 38.0

(e) CL-CrossCdtMAE 15.2 42.4 52.8 14.0 41.2 50.8

(f) CL-CrossEmbMAE 19.4 48.6 61.2 18.8 47.2 55.6

(g) CrossMAE (ours) 22.8 56.6 70.8 21.3 54.4 60.5

Table 4. Retrieval results on MSR-VTT dataset.

Variants
audio-visual visual-audio

R@1 R@5 R@10 R@1 R@5 R@10

CAV-MAE [5] 7.6 19.8 30.2 13.3 29.0 40.5

CL-AV 4.8 14.4 28.4 6.2 18.6 33.2

SelfMAE 2.0 9.2 14.8 2.4 9.6 18.8

CL-SelfMAE 5.2 18.6 29.4 7.6 20.4 36.0

CL-CrossCdtMAE 6.8 27.2 40.6 8.0 29.6 41.0

CL-CrossEmbMAE 9.6 28.8 42.4 10.0 33.2 44.8

CrossMAE(ours) 12.0 31.6 46.0 14.8 36.8 47.2

audio clip, where the two dimensions represent time and

frequency domains. Thus, there are four masking strate-

gies for audio: random (unstructured), frequency mask,

time mask, and time-frequency mask (structured), as shown

in Fig. 2. We evaluated the performance of model vari-

ants with different masking methods on retrieval and audio-

visual source localization tasks. We find that random mask-

ing (unstructured) of the spectrogram performs the best, fol-

lowed by time-frequency (structured) masking, while mask-

ing only time or frequency individually results in a slight

performance decrease. We believe that random and time-

frequency masking strategies assist the model in reconstruc-

tion based on the information surrounding the tokens.

Moreover, we explored the impact of different mask ra-

tios on the visual and auditory modalities. As seen in Fig. 1,

a 75% mask ratio is suitable for both modalities. Therefore,

we set the visual and auditory masking ratio to 75%.

D. More Audio-Visual Retrieval Results

To evaluate the generalization ability of CrossMAE across

different datasets more comprehensively, we tested the per-

formance of the model on zero-shot audio-visual retrieval,

where the model is pre-trained on AudioSet. Apart from

the Flickr-SoundNet dataset in the main text, we provide

the performance of audio-visual retrieval on the VGG-

SoundSource and MSR-VTT datasets.

MSR-VTT [20] serves as a new large-scale video bench-

mark for video understanding, particularly the emerging

task of translating video to text. It achieves this by gath-

ering 257 popular queries from a commercial video search

engine, with 118 videos for each query. In its current ver-



sion, MSR-VTT provides 10,000 web video clips totaling

41.2 hours and 200,000 clip-sentence pairs, covering com-

prehensive categories and diverse visual content. It repre-

sents the largest dataset in terms of sentence and vocabu-

lary size, with each clip annotated with approximately 20

natural sentences.

We compared CrossMAE with the current state-of-the-

art (SOTA) audio-visual pre-training method, CAV-MAE,

as well as different CrossMAE variants. The results in Ta-

ble 3 and Table 4 indicate that CrossMAE achieved the best

performance, surpassing existing methods by a large mar-

gin. We evaluated the audio-visual retrieval performance of

CrossMAE. Among the different variants of CrossMAE, we

found that CrossMAE had the best retrieval performance,

followed by CL-CrossEmbMAE and CL-CrossCdtMAE,

CL-SelfMAE, CL-AV and SelfMAE, from which we can

draw two conclusions: (i) Cross-Conditioned reconstruc-

tion and Cross-Embedding reconstruction are beneficial for

retrieval performance, suggesting that region alignment is

conducive to global-alignment between the two modalities,

promoting retrieval performance. (ii) The training objec-

tives of MAE and contrastive learning are complementary,

their combination can promote each other and jointly im-

prove performance.

E. Comparison with Task-Specific Methods of

Audio-Visual Source Localization

In the main paper, we evaluate CrossMAE on zero-shot

audio-visual source localization without fine-tuning. For

fair comparison, we fine-tuned the pre-trained CrossMAE

using specific objectives on two datasets. Table 5 shows

that without fine-tuning, CrossMAE already outperforms

the best result in zero-shot localization performance on the

VGG-SoundSource dataset. After fine-tuning, CrossMAE

achieves state-of-the-art performance on both datasets,

demonstrating its regional ability.

Table 5. Audio-visual source localization results with task-specific

models.

Variants
Flickr VGG-SoundSource

CIoU AUC CIoU AUC

EZVSL [13] 72.69 58.70 34.38 37.70

SLAVC [14] 73.84 58.98 39.20 39.46

SSL-TIE [11] 81.50 61.10 38.60 39.60

CrossMAE(ours) 82.40 59.24 42.00 39.88

F. Comparison with MAViL

(a)Training strategy. MAViL [9] introduces knowl-

edge distillation and uses teacher-student structure with

2×#parameters to train iteratively, which is orthogonal to

our novelty in modeling. (2)Data augmentation. MAViL

uses strong augmentation like SpecAugment and MixUp

during fine-tuning, while we use no augmentation. For

fairness, we evaluate CrossMAE with strong augmentation

and iterative 2-stage teacher-student. Table 6 shows that

just introducing the 2-stage training (+Teacher-student) can

achieve comparable performance. Adding strong data aug-

mentation further enhances classification, performing better

performance than MAViL. Notably, consistent state-of-the-

art performance of joint A-V classification performance un-

derscores CrossMAE’s efficacy.

Table 6. Comparison with MAViL.

Variants A V A-V

MAViL [9] 48.7 30.3 53.3

CrossMAE(ours) 47.1 27.2 55.3

+Teacher-student stage 49.0 29.7 57.9

+Strong Augmentation 49.8 30.6 59.1

G. Further Audio-Visual Tasks

We fine-tune the pre-trained model on AVE [18, 19],

AVQA [21, 22], and AVS [12, 23] tasks. We adopt their

datasets and report evaluation metrics, respectively. Ta-

bles show our model can effectively extend to many clas-

sic audio-visual tasks and achieve superior or comparable

results to SOTA methods, validating CrossMAE’s modality

interaction and region alignment.

Table 7. AVE.

Method acc

CMRAN 78.3
CMBS 79.7
Ours 81.2

Table 8. AVQA.

Method acc

Pano-AVQA 66.64
AVQA 69.51
Ours 71.36

Table 9. AVS.

Method mIoU

AVS 78.70
DiffusionAVS 81.38

Ours 81.86

H. Limitations

We think there are some limitations of CrossMAE. Firstly,

the pre-trained dataset, which consists of 10-second record-

ings in AudioSet, is relatively short. As a result, it may

not adequately learn distant temporal dependencies in au-

dio. Future considerations may include modeling longer

audio sequences. Secondly, the dataset scale is limited. Au-

dioSet, which is used by CrossMAE, is around two orders

of magnitude smaller than the text corpus used in language

counterparts. Moreover, some video samples in the dataset

have time periods where sounding objects are not present in

the frame; and there are also low-quality videos and mis-

matched audio-visual pairs, which will introduce noise into

the training process. Finally, Future works could also delve

into the relationship and optimal schedule and balance of

cross-modality reconstruction and contrastive learning.
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