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A. Scalability of INITNO
The proposed method, i.e., INITNO, demonstrates adapt-
ability to various text-to-image diffusion models. Visual re-
sults generated by integrating INITNO with SD v1.4, SD
v1.5, and SD v2.1 are presented in Fig. 1, 2, and 3, re-
spectively. Our approach consistently led to improvements
across these versions. It is also noticeable that enhance-
ments to the foundational model can improve the alignment
of the generated images with the text prompts to some ex-
tent, SD v2.1 performs better than SD v1.4 and SD v1.5.
However, these models still grapple with issues such as sub-
ject neglect, subject mixing, and incorrect attribute binding,
which our method effectively handles.

Furthermore, INITNO is complementary to existing
methods and can mutually enhance performance. As shown
in Fig. 4, INITNO can be integrated into Attend-and-Excite
[2] to boost performance. Specifically, we remove the self-
attention conflict loss and only add the initial noise opti-
mization process before the Attend-and-Excite denoising
process. Intuitively, INITNO directs noise towards the valid
region at the initial denoising timestep, substantially reduc-
ing the burden on Attend-and-Excite.

B. Additional qualitative comparison
Fig. 5 and 6 present additional qualitative comparisons on
complex text prompts. It can be observed that our method
generates semantically more plausible and photorealistic re-
sults than its counterparts, successfully capturing all input
concepts.

C. Diversity evaluation
To assess the diversity of images generated by the proposed
method, we randomly sample 30 noises for the given text
prompt and synthesize the corresponding images. As de-
picted in Fig. 7, INITNO maintains a high level of diversity
in generated images.

D. Visualization of the attention maps
Additional visualizations of attention maps are provided in
Fig. 8. Our method facilitates a reasonable allocation of
attention, thereby yielding semantically consistent results.

E. Grounded text-to-image synthesis
Fig. 9 presents more visual results on grounded text-to-
image synthesis. Owing to sufficient and appropriate opti-
mization, our method achieves superior alignment between

generated images and the given text and layout conditions.

F. Limitations

While our approach enhances the fidelity of given text
prompts, several limitations merit consideration. First, our
approach is constrained by the expressive capacity of the
foundational model, as corroborated in Fig. 1, 2, and 3. If
the text prompts fall outside the distribution of text descrip-
tions learned by the foundational model, the resulting im-
ages may not correspond to the text prompts.

Second, our method relies solely on the first timestep of
the denoising process to provide cross-attention maps and
self-attention maps for initial latent space partitioning. De-
spite the first step offering the strictest constraints, dominat-
ing subsequent steps, it is partly due to computational over-
head, as extracting information from all timesteps is compu-
tationally prohibitive. Fortunately, several studies [6, 7, 9]
are exploring fewer denoising timesteps (≤ 5) for synthesiz-
ing high-quality images, which hold promise for addressing
these challenges.
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Figure 1. Example results synthesized by SD v1.4 with INITNO.

Figure 2. Example results synthesized by SD v1.5 with INITNO.
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Figure 3. Example results synthesized by SD v2.1 with INITNO.
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Figure 4. Objective evaluation.



Figure 5. Qualitative comparison with complex text prompts. Each image is generated with the same text prompt and random seed
for all methods. The subject tokens are highlighted in underline. From top to bottom: Stable Diffusion [8], Composable Diffusion [5],
Structure Diffusion [3], Attend-and-Excite [2], Divide-and-Bind [4], A-STAR [1], and Ours.



Figure 6. Qualitative comparison with complex text prompts. Each image is generated with the same text prompt and random seed
for all methods. The subject tokens are highlighted in underline. From top to bottom: Stable Diffusion [8], Composable Diffusion [5],
Structure Diffusion [3], Attend-and-Excite [2], Divide-and-Bind [4], A-STAR [1], and Ours.



Figure 7. Example results synthesized by INITNO (ours).



Figure 8. Visualization of the attention maps.



Figure 9. Grounded Text-to-Image.


