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Supplementary Material

1. Overview

We provide the following materials to supplement our paper
and divide them into 12 sections.

• To demonstrate the exceptional generalization capabil-
ity of SkySense’s pre-trained features, we assess the
model’s performance on multiple downstream datasets
using frozen backbone features, as detailed in Sec. 2. Ad-
ditionally, we present results from datasets acquired us-
ing different satellite sensors compared to our pre-training
data in the same section, Sec. 2.

• In Sec. 3, we execute a comparative analysis to assess the
convergence rates and verify the efficacy of the SkySense
in leveraging the features acquired through pre-training.

• In Sec. 4, we conduct a comparison on the SkySense with
different numbers of parameters to explore the influence
of model scale.

• We compare our model with randomly initialized coun-
terpart and the representative Vision Foundation Model,
DINOv2, as described in Sec. 5.

• We perform comparative experiments to establish the su-
perior performance of the fundamental unit of SkySense,
Factorized Spatiotemporal Encoder in Sec. 6.

• In Sec. 7, we illustrate the feature visualization results to
further analyze the effectiveness of Cross-Modal Align-
ment, providing the evidence for improved multi-modal
feature fusion. Moreover, we provide the experiment re-
sult on pre-training with MAE to complement our abla-
tion study, validating our design choice for NOT includ-
ing MAE.

• Sec. 8 presents qualitative results showcasing a range of
visual comparisons, thereby providing further evidence to
support the superiority of our method.

• In Sec. 9, we introduce the details of our pre-training
dataset construction and showcase illustrative remote
sensing tile examples for better understanding.

• In Sec. 10, we elaborate on the details of our SkySense
pre-training implementation and its pre-training cost.

• The exposition of the downstream datasets and the cor-
responding fine-tuning implementation settings is eluci-
dated in Sec. 11.

• Finally, we illustrate the procedure on how to use our
SkySense pre-trained weights, and provide a simple scene
classification example in Sec. 12.

2. Experimental results of the frozen backbone
tuning and various satellite sensors

To validate the superiority of the features learned through
our pre-training, we carry out experiments using frozen
backbone features. Specifically, we tune task-specific heads
while keeping the backbone parameters fixed for three
downstream tasks: scene classification on the AID dataset
[48], object detection on the DIOR dataset [17], and seman-
tic segmentation on the iSAID dataset [46]. The heads cho-
sen for these tasks are the same as our paper’s main exper-
iment (the configuration outlined in Sec. 11). We compare
SkySense with four recent works, i.e. , CMID [27], SatLas
[1], GFM [26], and Scale-MAE [29], the results are shown
in Tab. 1. On the AID dataset, SkySense shows impressive
advantages over other methods. Especially on the setting of
less training data (i.e., 20% data for training and the rest for
testing), SkySense achieves notable improvements in over-
all accuracy (OA) compared to other approaches. Specif-
ically, compared to SatLas, SkySense achieves a 28.09%
increase in OA. Similarly, when compared to Scale-MAE,
SkySense surpasses it by 17.64%. Furthermore, SkySense
exhibits a significant OA improvement of 14.65% over
GFM and a noteworthy enhancement of 6.27% over CMID.
The results obtained from the DIOR and iSAID datasets fur-
ther confirm that SkySense outperforms other methods. Re-
markably, our method shows a substantial average improve-
ment of 9.69% over other methods when evaluated on the
iSAID dataset. The aforementioned experimental results
provide compelling evidence that our SkySense achieves
superior performance with the fixed backbone. This find-
ing reinforces the notion that our model has successfully
acquired more generalized features through pre-training.

To further validate SkySense’s generalizability across
multiple satellite sensors other than the data used for
pre-training, we conduct experiments on three additional
datasets from Gaofen and Landsat satellites, as shown in
Tab. 2. SkySense greatly outperforms the other RSFMs.

3. Comparison of convergence rates

The convergence rate in downstream tasks serves as a piv-
otal metric in comprehensively evaluating a foundational
model. In essence, a well-learned and robust feature rep-
resentation during the pre-training phase facilitates swift
convergence and enhances the model’s overall efficacy in
downstream tasks [3].

To facilitate a comprehensive comparison between the



Model Publication AID DIOR iSAID

OA (TR=20% / 50%) mAP50 mIoU

CMID [27] TGRS’23 87.80/90.92 66.08 59.40
SatLas [1] ICCV’23 65.98/75.02 60.46 56.03
GFM [26] ICCV’23 79.42/87.37 67.34 60.86
Scale-MAE [29] ICCV’23 76.43/87.81 70.55 46.53

SkySense - 94.07/95.85 72.54 65.40

Table 1. Frozen backbone tuning results for downstream tasks.

Dataset Sensor Previous Best RSFM SkySense

Five-Billion-Pixels[40] Gaofen-2 69.31 (Scale-MAE) 74.46
SPARCS[16] Landsat-8 66.84 (GFM) 72.88

AIR-PolSAR-Seg[44] Gaofen-3 (SAR) 53.90 (CROMA) 56.04

Table 2. Results on datasets built from various sensors. (mIoU)

SkySense and other Remote Sensing Foundation Models
(RSFMs), we conduct a comparison of their convergence
rates in different tasks. Specifically, we perform compara-
tive experiments between SkySense and recent approaches,
such as Scale-MAE, Satlas, CMID and GFM, in three
downstream tasks: scene classification, object detection,
and semantic segmentation. The convergence curves of the
these models are depicted in Fig. 1. The results indicate that
under the same experimental settings, SkySense exhibits the
fastest convergence rate in all three downstream tasks. Par-
ticularly noteworthy is its performance in the scene classi-
fication task on the AID dataset (TR=1%), where SkySense
achieves desirable results with only 20 epochs. Other mod-
els require at least 140 epochs to converge to a stable but
lower result. This remarkable advantage in convergence
rates serves as the evidence that SkySense has successfully
captured and encoded valuable information in its feature
representations through effective pre-training, enabling it to
rapidly adapt and generalize to downstream tasks.

4. Experimental results of SkySense with fewer
parameters

Swin Transformer, with its extensive design, offers ad-
vanced modeling capabilities, allowing for strong general-
ization across various tasks and datasets [19]. In this paper,
we employ its huge version (Swin-H) as the spatial feature
extractor for HSROI in our SkySense. To validate the im-
pact of parameter size on model performance, we conduct
experiments by replacing the Swin-H (654M) with Swin-L
(197M), a variant with a smaller parameter size. We per-
form experiments on three representative tasks (i.e., scene
classification on the RESISC-45 dataset [6], object detec-
tion on the DIOR dataset [17], and semantic segmentation

on the Postdam dataset [33]), as shown in Tab. 3. Com-
paring with Swin-H, the adoption of Swin-L results in a
reduction of the model’s parameter count by 69.8%. The
experimental results of downstream tasks show a slight de-
crease in performance when using Swin-L instead of Swin-
H, thereby substantiating the effectiveness and necessity
of employing the model with a larger parameter size, i.e.,
Swin-H. We further compare our method equipping Swin-L
with the two representative RSFMs: SatMAE [9] and Scale-
MAE [29]. Importantly, the SkySense with Swin-L exhibits
a significantly smaller parameter size (197M) compared to
SatMAE (307M) and Scale-MAE (307M), while demon-
strating a remarkably better performance in three down-
stream tasks. In particular, on the RESISC-45 dataset with
TR=10%, SkySense with Swin-L outperforms SatMAE by
2.62% and Scale-MAE by 1.71% in OA.

Achieving the better performance with the smaller pa-
rameter size, our method demonstrates that its exceptional
effectiveness is not simply scaling up model parameters. In-
stead, factors such as innovative network architecture de-
sign and advanced pre-training strategies also play vital
roles. These factors, beyond the parameter size, signif-
icantly contribute to the exceptional performance of Sky-
Sense.

5. Comparison with random initialization and
Vision Foundation Model

In this section, we employ both SkySense pre-trained
weights and randomly initialized weights to fine-tune the
same networks on 5 datasets over 4 different tasks. These
tasks encompass scene classification using the AID dataset
[48], object detection employing the DIOR dataset [17], se-
mantic segmentation utilizing the Dyna.-S2 dataset [39] and
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Figure 1. Convergence curves of different methods on downstream tasks: (a) scene classification on the AID dataset (TR=1%), (b) object
detection on the DIOR dataset, and (c) semantic segmentation on the iSAID dataset.

Model Publication # Parameters RESISC-45 DIOR Postdam

OA (TR=10% / 20%) mAP50 mIoU

SatMAE [9] NIPS’22 307M 91.72 / 94.10 70.89 90.63
Scale-MAE [29] ICCV’23 307M 92.63 / 95.04 73.81 91.54

SkySense (Swin-L) - 197M 94.34 / 95.92 76.74 92.86
SkySense (Swin-H) - 654M 94.85 / 96.32 78.73 93.99

Table 3. Results of SkySense with smaller parameter size.

iSAID dataset [46], and change detection with the Dyna.-S2
dataset. The experimental results are presented in Tab. 4.
The results across all 5 datasets demonstrate a substantial
performance advantage of the our pre-trained model over
the model learned from scratch.

We further conduct experiments between SkySense and
the DINOv2 [28], a well-established Vision Foundation
Model, on Earth Observation interpretation tasks. Notably,
DINOv2 is pre-trained on a large volume of natural images.
The obtained experimental results manifest the conspicu-
ous superiority of our method in all 5 datasets, surpassing
the performance of DINOv2. We posit that the unsatisfac-
tory performance of DINOv2 in remote sensing scenarios
arises from two primary factors. Firstly, a discernible do-
main gap exists between remote sensing imagery and nat-
ural images, rendering it arduous for the DINOv2 model,
pre-trained solely on natural images, to effectively general-
ize across the diverse data sources and modalities inherent
in remote sensing interpretation tasks. Secondly, DINOv2
lacks specialized design considerations geared towards re-
mote sensing’s characteristics, particularly in terms of spa-
tiotemporal knowledge of remote sensing imagery. Conse-
quently, the model does not sufficiently leverage the abun-
dant spatiotemporal knowledge from remote sensing im-
agery in the downstream tasks. Conversely, SkySense is
purposefully formulated for remote sensing tasks, with tai-
lored pre-training data, methods, and model structures that
align harmoniously with downstream remote sensing inter-

pretation tasks. As a result, it exhibits a markedly superior
performance.

6. Effectiveness of Factorized Spatiotemporal
Encoder

We conduct a validation of SkySense’s fundamental unit,
the Factorized Spatiotemporal (F-ST) encoder, and the re-
sults are presented in Tab. 5. In this validation, we compare
F-ST encoder with two alternative options: the 3D model
(UNet3D [23]) and the factorized temporospatial model
(TSViT [38]). All three models are trained from scratch us-
ing Sentinel-2 data from the PASTIS-R dataset [13] , with
the purpose of evaluating the structure design only. To en-
sure fairness, we use the same training settings and a similar
number of model parameters as described in [38]. Results
show our F-ST encoder exhibits superior performance with
substantially fewer parameters than 3D structure. More-
over, compared with TSViT, our design enables much better
flexibility, as the fusion component is flexible enough to ac-
commodate dimensions beyond time, such as modality and
knowledge.

7. Effectiveness of Cross-Modal Alignment
The Cross-Modal Alignment of SkySense plays a role in
explicitly aligning features from different modalities, fa-
cilitating cross-modal interactions. To intuitively validate
the effectiveness of Cross-Modal Alignment, we conduct



Model
Scene Classification Object Detection Semantic Segmentation Change Detection

AID DIOR Dyna.-S2 iSAID Dyna.-S2

OA (TR=20%/ 50%) mAP50 mIoU mIoU SCS

Random Init. (from scratch) 65.56/90.57 55.16 25.7/36.0 47.89 14.0/15.9
DINOv2 [28] 96.16/97.69 68.91 30.9/40.9 58.69 13.8/16.6

SkySense 97.68/98.60 78.73 33.1/46.2 70.91 15.4/18.0

Table 4. Results of the model learned from scratch, DINOv2 (ViT-L/14), and SkySense.

Architecture # Parameters PASTIS-R

OA

UNet3D [23] 6.2M 82.3
TSViT [38] 1.7M 83.4

*F-ST encoder 2.3M 83.7

Table 5. Results of different space-time data processing architec-
tures. Three models are trained from scratch using Sentinel-2 data
from the PASTIS-R dataset. * denotes the adoption of an identical
F-ST architecture as employed by our SkySense.

a feature visualization experiment. Specifically, we calcu-
late the attention map of the output tokens of each Trans-
former layer in the Multi-modal Temporal Fusion Trans-
former. Two cases of visualization experiments are con-
ducted: one with the Cross-Modal Alignment before the
Multi-modal Temporal Fusion Transformer, and the other
without it. The visualization results of different interme-
diate layers are shown in Fig. 2. The results in Fig. 2 (a)
suggest that the model without Cross-Modal Alignment fo-
cuses their attention on the extra token and the token cor-
responding to HSROI. The unnecessary attention to the to-
ken corresponding to HSROI indicates that the information
from the HSROI is not adequately integrated into the ex-
tra token, resulting in ineffective semantic information fu-
sion. After incorporating the Cross-Modal Alignment, the
model predominantly concentrates on particular extra to-
ken as shown in in Fig. 2 (b), indicating successful inte-
gration of the tokens associated with HSROI, TMsI and
TSARI within the model. This indicates that the Cross-
Modal Alignment indeed facilitates the comprehensive fu-
sion of multi-modal RSI, which is crucial for constructing a
Multi-Modal RSFM.

In addition to the results in Table 5(b) from our paper,
we conduct an extra experiment on adding MAE into pre-
training and a minor decrease (-0.7% mIoU) is observed
on the DynamicEarthNet test set. We argue that the pixel-
level modeling of MAE is already addressed by our Multi-
Granularity Contrastive Learning.

8. Qualitative results of downstream tasks

We show qualitative results of SkySense and other repre-
sentative RSFMs on various downstream tasks in this sec-
tion. Specifically, we provide the visualizations of results
and features on tasks including semantic segmentation, ob-
ject detection, scene classification, etc. These visualizations
are utilized to provide a more comprehensive and intuitive
assessment of SkySense’s performance.
Semantic Segmentation. We visualize the semantic seg-
mentation results on the commonly used iSAID dataset
[46], as depicted in Fig. 3. In the first row, the scene depicts
a port area. In comparison to two recent methods, Scale-
MAE [29] and SatLas [1], SkySense achieves the most ac-
curate segmentation results esspecially at harbors and
ships across different scales. We speculate that our model
enhances its ability to segment multi-scale objects through
Multi-Granularity Contrastive Learning. The second row
depicts an airport where planes are relatively small in terms
of GSD. Other methods, particularly Scale-MAE, exhibit
rough outlines in the regions of plane wings. Further-
more, both SatLas and Scale-MAE erroneously identify the
containers in the right of the image as large vehicles.
Our SkySense consistently achieves the most outstanding
results, demonstrating excellence both in overall segmenta-
tion and fine details. Specifically, our method performs ex-
ceptionally well in segmenting plane, particularly in cap-
turing the boundaries. The scene in the third row features
a sports stadium that includes a ground track field,
a swimming pool, and a soccer ball field. The
soccer ball field on the left is not complete, pos-
ing challenges for accurate segmentation. Among various
methods, SkySense successfully detects a large area of the
soccer ball field and maintains a high consistency
with the ground truth. In contrast, methods like SatLas and
Scale-MAE even completely disregard the soccer ball
field and provide incomplete predictions. Throughout all
the obtained results, our method consistently delivers su-
perb visual results, which further demonstrates the effec-
tiveness of our approach in downstream semantic segmen-
tation tasks.
Object Detection. The object detection results on the



Figure 2. Attention map of the output tokens of Transformer layer in the Multi-modal Temporal Fusion Transformer. In each attention map,
the first column corresponds to the extra token described in our paper, the second column represents the HSROI token, and the subsequent
columns indicate TMsI and TSARI tokens. (a) Attention maps without the Cross-Modal Alignment; (b) correspondent attention maps with
the Cross-Modal Alignment. The absence of Cross-Modal Alignment results in an unwarranted concentration of attention on the HSROI
token, highlighting the inadequate integration for HSROI.

FAIR1M dataset [37] are visualized in Fig. 4. It is note-
worthy that the FAIR1M dataset does not disclose labels
associated with the test set. Quantitative results are ob-
tained through online evaluation1. The first two rows of
the visualized results feature airport scenes. In the first
row, SatLas mistakenly identifies the airplane runway
lines as trucks. Although SatLas and Scale-MAE can
detect the plane, their bounding boxes do not accurately
match the plane. Parts of the airplanes are even outside
the bounding boxes. Our method not only detects planes
but also provides accurate bounding boxes for them. The
scene in the second row is noticeably more complex, with
multiple intersections and airplanes that visually
overlap. Although SatLas captures all the airplanes,
similar to the result in the first row, its bounding boxes
do not accurately match the airplanes. Furthermore,
in this case, SatLas mistakenly identifies an airplane
runway line as a truck and completely overlooks
intersections. Scale-MAE performs well in de-
tecting airplanes, but it misses one intersection

1https://www.gaofen-challenge.com/benchmark

in this scene and incorrectly detects the shadows on the
airplane runway as small cars. The object detec-
tion results presented above clearly indicate that SkySense
surpasses other recent methods and achieves superior over-
all performance. It demonstrates exceptional generalization
capabilities for downstream object detection task.
Change Detection. We present the change detection visu-
alization results obtained from the LEVIR-CD dataset [4]
as shown in Fig. 5. In the first row, the main changes be-
tween the bi-temporal images are the newly built buildings
surrounding the existing ones. SatLas and Scale-MAE ex-
hibit overly rough change boundaries. SkySense demon-
strates the best visual results that matches the ground truth
well. The second row shows a significant increase in the
number of buildings in the second temporal image. All
three methods detect all the changed areas, and SkySense
provides the best results regarding the boundaries. The
results mentioned above demonstrate that our SkySense,
when used for change detection task, not only accurately
identifies the changed objects but also provides precise and
detailed boundaries.
Scene Classification. In Fig. 6, we visualize the Gradient-

https://www.gaofen-challenge.com/benchmark


Figure 3. Visualization of semantic segmentation results on the iSAID dataset.

weighted Class Activation Mapping (Grad CAM) [32] on
the AID dataset [48], illustrating the superior feature learn-
ing capabilities of SkySense. For the school category
in the first row, SatLas exhibits an excessive emphasis on
vegetation-covered areas, while Scale-MAE mainly focuses
on some surrounding tiny buildings. SkySense effectively
focuses on the main teaching building in the center of the
scene and other associated areas, demonstrating its supe-
rior feature for this example. The second row represents
a viaduct scene. SatLas inadequately assigns attention
scores to some of the viaduct region. Scale-MAE only
focuses on certain local areas, significantly lacking focus on
the main subjects. Our method effectively and accurately
prioritizes all viaducts in the image, assigning them high at-
tention scores. In the third row, representing a port area,
the observations bear a resemblance to those of the second
row. Scale-MAE exhibits an excessive inclination towards
smaller objects, while SatLas fails to assign an adequately
high attention score to the primary subjects of interest. Our
method shows the most compelling visualization results.

From the above feature visualizations, it is evident that Sky-
Sense demonstrates better performance compared to Scale-
MAE and SatLas. Scale-MAE tends to overly emphasize
tiny objects due to its scale-aware design, while SatLas ex-
hibits inadequate attention towards the primary targets, di-
minishing their performance in this classification task. In
contrast, our SkySense’s activation map effectively captures
targets and their relevant features.
Multi-Modal Semantic Segmentation. One of the key
advantages of SkySense is its support for multi-modal re-
mote sensing imagery. To intuitively validate the robust-
ness and effectiveness of SkySense in multi-modal Earth
Observation interpretation tasks, we conduct a visual anal-
ysis of the results of multi-modal semantic segmentation
on the DynamicEarthNet-MM dataset [39]. This dataset
provides diverse and comprehensive multi-modal remote
sensing imagery, including PlanetFusion, Sentinel-1, and
Sentinel-2 imagery, allowing us to examine the performance
of our method across different modalities. It is worth not-
ing that the labels for the validation and test sets have not



Figure 4. Visualization of object detection results on the FAIR1M
dataset. It is worth noting that the labels for the test set have not
been made public, therefore the visualization results do not contain
ground truth.

been made public, therefore the visualization results do
not contain ground truth. The qualitative results are illus-
trated in Fig. 7. The input images corresponding to the
first case are shown in the first row of Fig. 7. This par-
ticular scene provides a broad field of view, encompass-
ing multiple land cover categories such as agriculture,
soil, and water. To provide a comprehensive compari-
son with SatLas, which does not support multi-modal data
input, we also contrast the results of single-modal segmen-
tation on Sentinel-2 and PlanetFusion images. Regarding
the single-modal input of Sentinel-2 imagery, SkySense ex-
hibits a higher accuracy in detecting small water bodies
within the soil, primarily attributed to the incorporation
of Multi-Granularity Contrastive Learning. In the case of
single-modal input from PlanetFusion imagery, SkySense
successfully segments the rectangular water body area in the
lower right corner, demonstrating better single-modal seg-
mentation capabilities. SatLas fails to recognize those spe-
cific areas. When the training data includes three sources:

Sentinel-2, Sentinel-1, and PlanetFusion, SkySense exhibits
segmentation performance that surpasses the single-modal
segmentation. Specifically, with the advantage of multi-
modal remote sensing imagery training, SkySense can suc-
cessfully segment certain agricultural areas that are diffi-
cult to detect under single-modal conditions as shown in
Fig. 7 (h). The second case is shown in the third row of
Fig. 7. The input scene contains a river that runs through
the entire image. SatLas, regardless of whether trained on
Sentinel-2 or PlanetFusion data, fails to segment the contin-
uous river. Even when training on single-modal data, Sky-
Sense is capable of segmenting relatively continuous and
complete rivers. However, there are some minor flaws in the
details. For example, in the lower right portion of the image,
soil is mistakenly detected as water, and the segmenta-
tion of wetlands in the upper right portion is incomplete.
When training on multiple modalities, SkySense shows sig-
nificant visual improvement in this case. The segmenta-
tion flaws in the single-modal cases mentioned above are
no longer present. Thanks to the design of the Factorized
Multi-modal Spatiotemporal Encoder that separates spatial
feature extraction from multi-modal temporal fusion, Sky-
sense can flexibly utilize either a single modality or mul-
tiple modalities for training, which gives it a notable ad-
vantage over existing methods. Additionally, in the afore-
mentioned visualized results, even trained and tested with
a single modality, SkySense’s performance still surpasses
other methods, demonstrating the strong generalization ca-
pability and learning ability. With the training data of multi-
ple modalities, the effectiveness of SkySense is further im-
proved. This not only highlights the significant enhance-
ment in semantic segmentation of remote sensing imagery
by incorporating multiple modalities, but also underscores
the importance of supporting multi-modal remote sensing
imagery for RSFM.

After conducting a comprehensive analysis of the results,
it becomes apparent that SkySense consistently outperforms
other methods in a range of downstream tasks. Notably,
it demonstrates remarkable accuracy in executing segmen-
tation, detection, and classification processes. These find-
ings effectively highlight the exceptional learning capacity
and generalization capability of SkySense for downstream
tasks.

9. Pre-training dataset
Existing remote sensing datasets lack the numerous
amounts of multi-modal time-series Remote Sensing Im-
agery required for building SkySense, thus we develop a
comprehensive multi-modal remote sensing dataset with
temporal sequences specifically for SkySense pre-training.
Data Acquisition and Preprocessing. This dataset com-
prises diverse sources of remote sensing imagery collected
globally (see Tab. 6), including HSROIs from WorldView-3,



Figure 5. Visualization of change detection results on the LEVIR dataset.

Figure 6. Visualization of Grad CAM on the AID dataset (TR=20%).

4, etc., TMsI from Sentinel-2, and TSARI from Sentinel-1.

• HSROIs. We collect high-resolution optical RGB images
from a third-party platform, with an average Ground Sam-
ple Distance (GSD) of 0.3 meter.

• TMsI. We collect the freely available Sentinel-2 level-2A
atmospherically corrected surface reflectance sequence
images as another significant data source. The bands
with a resolution of 10m (visible and NIR) and resam-

pled bands with a resolution of 20m (Vegetation Red
Edge and SWIR) are merged to form a multispectral
image (10 bands). In addition, cloudy imagery filter-
ing is implemented to obtain higher quality multispec-
tral data. Specifically, according to the Scene Classifi-
cation Map2 provided by the European Space Agency,

2https : / / custom - scripts . sentinel - hub . com /

https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/


Figure 7. Visualization of multi-modal semantic segmentation results on the DynamicEarthNet-MM dataset. It is worth noting that the
labels for the validation and test sets have not been made public, therefore the visualization results do not contain ground truth.

images with a cloud coverage ratio exceeding 1% (cal-
culated as the sum of the proportion of pixels belonging
to the categories of Thin cirrus, Cloud medium
probability, Cloud high probability, and
Cloud shadows categories) are filtered out.

• TSARI. We obtain the easily accessable Sentinel-1
ground-range-detected (GRD) products with both VV and

custom-scripts/sentinel-2/scene-classification/

VH polarization, which are acquired in the interferomet-
ric wide swath (IW) mode. And the standard calibration3

process is employed to obtain the spatially-aligned SAR
images. These images contain the backscatter coefficient
(σ◦) in decibels (dB).

Dataset statistics. As shown in Fig. 8, our dataset spans

3https://sentinels.copernicus.eu/web/sentinel/
toolboxes/sentinel-1

https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
https://custom-scripts.sentinel-hub.com/custom-scripts/sentinel-2/scene-classification/
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https://sentinels.copernicus.eu/web/sentinel/toolboxes/sentinel-1


Figure 8. Geographical distribution of pre-training data. The green areas represent the countries or regions covered by the pre-training
data. The basic world map is obtained from https://www.resdc.cn/data.aspx?DATAID=205.

Figure 9. Visualization of three training samples from our pre-training dataset. Each sample contains a HSROI, TMsIs and TSARIs. The
first column represents HSROI. The second to fourth columns stand for multispectral false-color images captured at different times. The
fifth to seventh columns are SAR grayscale images captured at different times.

over 8.78 million square kilometers across 40 countries and
areas. It covers 6 continents, i.e., Asia, Europe, Africa,
North America, South America and Oceania. The dataset
contains 21.5 million training sequences, each consisting
of 1 static HSROI, a randomly-sampled TMsI of sequence

length 20 and a randomly-sampled TSARI of sequence
length 10. In total it occupies a storage space of around
300 Terabytes. Our dataset exhibits significant complemen-
tarity in terms of temporal information, spatial resolution,
and imaging mechanisms, given the three modalities.

https://www.resdc.cn/data.aspx?DATAID=205.


Modality Sensor Band / Polarization GSD
(m)

Image
Size (px)

Avg. seq
Length

Optical
(HSROI)

WorldView-3,4,
etc. RGB 0.3 2048 × 2048 1

Optical
(TMsI)

Sentinel-2
(Level-2A)

B2-8, B8A,
B11-12 10 64 × 64 65

SAR
(TSARI)

Sentinel-1
(Level-1 IW, GRD) VV, VH 10 64 × 64 13

Table 6. Statistics of our pre-training dataset. Ground sample dis-
tance (GSD) is the distance between the center of one pixel to the
center of an adjacent pixel in a remote sensing image.

Example visualization. Fig. 9 illustrates some examples
from our pre-training dataset. Each example consists of a
HSROI, TMsIs and TSARIs.

10. Pre-training implementation details
SkySense is pre-trained with a batch size of 240 samples
for a total of 875k steps, distributed over 80 A100-80GB
GPUs with the AdamW optimizer [22]. We adopt a learn-
ing rate warmup [14], followed by a decay using a co-
sine schedule [21] from 0.04 to 0.2. For HSROIs, we ap-
ply augmentations including multi-crop [2], Gaussian blur,
solarization [15], etc. As for TMsI and TSARI, we ran-
domly select two fixed-sized sequences (i.e. 20 for TMsI
and 10 for TSARI) from the original ones and perform ran-
dom disturbances on the RSI acquisition date. We em-
ploy the huge version4 of the Swin Transformer (Swin-
H) [19] as the spatial encoder for HSROIs, chosen for its
design efficiency in minimizing computational costs for
high-resolution imagery [50]. RSI from TMsI or TSARI
is equipped with a ViT-L [11]. The Multi-Modal Tempo-
ral Fusion Transformer contains 24 Naive Transformer en-
coder layers. For Geo-Context Prototype Learning, we di-
vide the globe into 4096 regions. One region covers ap-
proximately 4294 square kilometers area and contains 100
prototypes. SkySense comprises a total of 2.06 billion pa-
rameters, specifically 654 million from the Swin-H and 302
million from a single ViT-L, as shown in Tab. 7.

The pixel size of our pre-training data is shown in Tab. 6,
which is up to 2048 × 2048. The pre-training takes 24600
A100 GPU hours. Its computational complexity is 4488.69
GFLOPs.

11. Dataset and implementation details of
downstream tasks

In this section, we introduce the experimental datasets and
implementation details used in downstream task.
Semantic Segmentation. Semantic segmentation serves
as a prevalent application in remote sensing, facilitating

4https://github.com/open-mmlab/mmpretrain

Model Modules Architecture # Parameters

Spatial Encoder-HSROI Swin-Huge 654M
Spatial Encoder-TMsI ViT-Large 302M
Spatial Encoder-TSARI ViT-Large 302M
Multi-modal Temporal
Fusion Transformer

Transformer
Encoder

398M

Geo-Context Prototype - 215M
Others - 189M

Table 7. Parameter breakdown for each module of SkySense.

the automatic extraction of land use classes and ground
instances. Considering factors such as spatial resolution,
spectrum and number of categories, we select four popular
datasets for the semantic segmentation task:
1) DynamicEarthNet-PlanetFusion (Dyna.-Pla.) [39].

The dataset comprises a collection of images from 75
global locations captured from the PlanetFusion satel-
lite platform. The image acquisition period spans from
January 2018 to December 2019. Each location has 24
images and corresponding annotations of 7 land use and
land cover semantic classes. Each image contain four
bands, namely Red, Green, Blue and Near-Infrared, with
a GSD of 3 meters and an image size of 1024×1024.
Based on the official leaderboard5, these locations are
divided into 55 for training, 10 for validation, and 10
for testing. In the experiment, we use the official valida-
tion and test sets for evaluation. It is worth noting that
ground truth labels for both the validation and test sets
are unavailable for local users. Therefore, we submit the
predictions to online leaderboard and report the obtained
scores.

2) iSAID [46]. This dataset comprises 2806 remote sens-
ing images with dense annotations from multiple satel-
lite sensors. The images vary in size from 800×800
to 4000×13000 pixels. It includes pixel-level annota-
tions of 655451 instances across 15 object categories,
while the remaining non-object pixels are labeled as
background. It has been divided into training, valida-
tion, and test sets, consisting of 1411, 458, and 937 sam-
ples, respectively. Following [36, 41], the performance
evaluation of RSFMs is conducted on the validation set.

3) Potsdam [33]. A total of 38 aerial images with a GSD of
0.05 meters are collected to form the Potsdam dataset.
These images are divided into 24 training images and
14 testing images. Each image has a fixed pixel size
of 6000×6000. Following [36], we utilize images com-
posed of Near-Infrared, Red, and Green spectral bands.
The evaluation is conducted on the test set, focusing on
five categories: impervious surfaces, buildings, low veg-

5https://codalab.lisn.upsaclay.fr/competitions/
2882#results

https://github.com/open-mmlab/mmpretrain
https://codalab.lisn.upsaclay.fr/competitions/2882#results
https://codalab.lisn.upsaclay.fr/competitions/2882#results


Task (i) Semantic Segmentation (ii) Object Detection
Dataset Dyna.-Pla. iSAID Potsdam Dyna.-S2 DIOR DIOR-R FAIR1M
Optimizer AdamW AdamW AdamW AdamW AdamW AdamW AdamW
Input Size 1024×1024 896×896 512×512 256×256 800×800 800×800 512×512

Input channel RGBNIR RGB NIRRG
B02-08, B8A,

B11-12
RGB RGB RGB

Base learning rate 6e-5 6e-5 6e-5 6e-5 1e-4 1e-4 1e-4
Learning rate scheduler poly poly poly poly multistep multistep multistep
Weight decay 0.01 0.01 0.01 0.01 0.05 0.05 0.05
Batch size 8 16 16 8 4 2 12
Max iteration/epoch 8k iters 80k iters 80k iters 80k iters 12 epoch 12 epoch 8 epoch
Warmup linear linear linear linear linear linear linear
Warmup iteration/epoch 1.5k iters 1.5k iters 1.5k iters 1.5k iters 1k Iters 1k iters 500 iters
Warmup ratio 1e-6 1e-6 1e-6 1e-6 1e-3 1e-3 1e-3
Drop path rate 0.3 0.3 0.3 0.3 0.3 0.3 0.3

Augmentation
RandomCrop,
RandomFlip

RandomScaling
(0.5 to 2.0),

RandomCrop,
RandomFlip

RandomScaling
(0.5 to 2.0),

RandomCrop,
RandomFlip

RandomCrop,
RandomFlip

RandomFlip RandomFlip
RandomFlip,

RandomRotate
Multi-Scale

Head/Detector UperNet UperNet UperNet UperNet Faster RCNN Oriented RCNN Oriented RCNN

Loss function CrossEntropy CrossEntropy CrossEntropy CrossEntropy
CrossEntropy,

SmoothL1
CrossEntropy,

SmoothL1
CrossEntropy,

SmoothL1

Task (iii) Scene Classification (iv) Change Detection
Dataset AID RESISC-45 BEN-S2 fMoW-S2 LEVIR-CD OSCD Dyna.-S2
Optimizer AdamW AdamW AdamW AdamW AdamW Adam AdamW
Input Size 224×224 224×224 128×128 96×96 256×256 96×96 256×256

Input channel RGB RGB
B02-08, B8A,

B11-12
B02-08, B8A,

B11-12
RGB

B02-08, B8A,
B11-12

B02-08, B8A,
B11-12

Base learning rate 6.25e-5 6.25e-5 5e-5 8e-4 6e-5 6e-4 6e-5

Learning rate scheduler
Cosine

Annealing
Cosine

Annealing
MultiStepLR

Cosine
Annealing

LambdaLR ExponentialLR poly

Weight decay 0.05 0.05 0.01 0.05 0.01 1e-4 0.05
Batch size 64 64 256 1024 8 32 8
Max iteration/epoch 200 epoch 200 epoch 100 epoch 30 epoch 200 epoch 100 epoch 80k iters
Warmup linear linear - linear - - linear
Warmup iteration/epoch 5 epoch 5 epoch - 5 epoch - - 1.5k iters
Warmup ratio 0.01 0.01 - 0.2 - - 1e-6
Drop path rate 0.2 0.2 - 0.2 - - 0.3

Augmentation
RandomCrop,

RandomErasing
RandomCrop,

RandomErasing
RandomFlip

RandomCrop,
, RandomFlip,

Mixup,
CutMix

RandomCrop,
RandomFlip,
RandomBlur

RandomFlip,
RandomRotate

RandomCrop,
RandomFlip

Head/Detector
Linear

Classifier
Linear

Classifier
Linear

Classifier
Linear

Classifier
BIT U-Net UperNet

Loss function CrossEntropy CrossEntropy
MultiLabel
SoftMargin

SoftTarget
CrossEntropy

CrossEntropy BCE CrossEntropy

Table 8. The finetuning setting in single-modal downstream tasks.

etation, trees, and cars. It is important to note that the
clutter category is not included in the evaluation.

4) DynamicEarthNet-Sentinel2 (Dyna.-S2) [39]. This
dataset can be viewed as the Sentinel-2 data version
of the abovementioned DynamicEarthNet-PlanetFusion
dataset. Specifically, the DynamicEarthNet-Sentinel2

dataset offers monthly Sentinel-2 multispectral images,
acquired between January 2018 and December 2019,
that are spatially aligned with the corresponding Planet-
Fusion images. Each image in the dataset comprises 12
spectral channels and is uniformly resampled to match
the sizes of PlanetFusion images, which are 1024×1024



Task
(i) Multi-Modal Segmentation:

Time-insensitive LandCover Mapping
(ii) Multi-Modal Segmentation:

Time-sensitive Crop Mapping
(iii) Multi-Modal

Classification
Dataset Dyna.-MM PASTIS-MM BEN-MM
Optimizer AdamW AdamW AdamW

Input Size
planet: 1024×1024

sentinel2: 1024×1024
sentinel1: 1024×1024

gep: 4096×4096
sentinel2: 128×128
sentinel1: 128×128

sentinel2: 128×128
sentinel1: 128×128

Input channel
planet: RGBNIR

sentinel2: B02-08, B8A, B11-12
sentinel1: VV, VH

gep: RGB
sentinel2: B02-08, B8A, B11-12

sentinel1: VV, VH

sentinel2: B02-08, B8A, B11-12
sentinel1: VV, VH

Base learning rate 6e-05 6e-05 5e-05
Learning rate scheduler linear linear MultiStepLR
Weight decay 0.01 0.01 0.01
Batch size 8 8 256
Max iteration/epoch 6k iters 20k iters 100 epoch
Warmup linear linear -
Warmup iteration/epoch 150 iters 1500 iters -
Warmup ratio 1e-6 1e-6 -
Drop path rate 0.3 0.3 -
Augmentation RandomFlip RandomFlip RandomFlip
Head/Detector UperNet FCN Linear Classifier

Loss function CrossEntropy CrossEntropy
MultiLabel
SoftMargin

Table 9. The finetuning setting in multi-modal downstream tasks.

pixels. Following the same official data split protocol,
we report the mIoU metric evaluated on the leaderboard-
val and -test in our paper.
We employ the UperNet [49] as the unified segmentation

head based on MMSegmentation6, following [3, 36, 41].
The detailed fine-tuning setting can be found in Tab. 8 (i).
Horizontal & Oriented Objection Detection. We employ
the DIOR dataset to evaluate the performance of SkySense
and other RSFMs for horizontal object detection task. Fol-
lowing [36], we utilize Faster RCNN [30] as the detector,
and other details are presented on Tab. 8 (ii).
1) DIOR [17]. This dataset includes 23463 visible remote

sensing images and 192472 object instances, which are
manually annotated with horizontal bounding boxes and
categorized into 20 common object classes. The image
size in the dataset is of 800×800 pixels, with GSD rang-
ing from 0.5 meters to 30 meters. The dataset is divided
into a training set consisting of 5862 patches, a valida-
tion set comprising 5863 patches, and a test set totaling
11738 patches. Following [36], we mix the training set
and validation set during training, while the test set is
reserved for evaluation. In particular, its high inter-class
similarity and intra-class diversity make precise local-
ization and classification extremely challenging.
Remote sensing images encompass a wide range of ob-

jects, such as buildings, vehicles, bridges and so on. These
objects are densely distributed and display variations in

6https://github.com/open-mmlab/mmsegmentation

terms of size, scale and orientation. Consequently, detect-
ing and identifying these objects presents a significant chal-
lenge, commonly referred to as oriented object detection
[47]. To assess the performance of RSFMs on this task, we
utilize the DIOR-R and FAIR1M datasets and employ the
Oriented RCNN [18] as the detector, following [3, 36, 41].
The specific implementation details can be found in Tab. 8
(ii) as well.
2) DIOR-R [7]. The DIOR-R dataset shares the same im-

ages as the abovementioned DIOR dataset. However, the
difference lies in the annotated oriented bounding boxes,
which make it suitable for oriented object detection task.
Similar to the implementation on the DIOR dataset, we
follow [41] by merging the training and validation sets
during the training process, while the test set is reserved
for evaluation.

3) FAIR1M [37]. FAIR1M is a large-scale benchmark
dataset for fine-grained oriented object detection, in-
cluding over 40000 high-resolution optical remote sens-
ing images and more than 1 million instances collected
from various regions worldwide. It has been annotated
with oriented bounding boxes for 5 categories and 37
fine-grained subcategories. We test all models on the of-
ficial leadboard-v2.07 and report the mean average pre-
cision (mAP) metric score.

Change Detection. Change detection aims to find pixel-
level regional changes via bi-temporal or multi-temporal

7https://www.gaofen-challenge.com/benchmark

https://github.com/open-mmlab/mmsegmentation
https://www.gaofen-challenge.com/benchmark


images. Based on [36], we incorporate the backbones of dif-
ferent RSFMs into the BIT framework [5] to evaluate their
performance on the LEVIR-CD dataset. Following [24, 25],
we use U-Net [31] as the segmentation head to evaluate the
effectiveness of RSFMs on the bi-temporal change detec-
tion task using the OSCD dataset with multispectral im-
agery. Additionally, we employ the DynamicEarthNet-
Sentinel2 dataset to assess the performance of the models on
the semantic change detection task, maintaining the same
setup as segmentation task. Other setting is shown in Tab. 8
(iv).
1) LEVIR-CD [4]. LEVIR-CD is a dataset focused on

building change detection, containing of 637 pairs of
visible images with a GSD of 0.5m. Each image has
a size of 1024×1024 pixels, and the image acquisi-
tion time span ranges from 2002 to 2018. The images
from different time periods exhibit significant building
changes, particularly in the area with rapid population
growth. In addition, binary labels (1 indicating change, 0
indicating no change) are provided to indicate the build-
ings’ change status in these bi-temporal images. We re-
port the F1-score on the test set using the same split as
[36].

2) OSCD [10]. This dataset contains 24 pairs of multispec-
tral images obtained from the Sentinel-2 sensor. Fol-
lowing the setup in [25], 14 pairs are used for train-
ing, and the rest pairs are used for testing. By dividing
the original images into non-overlapping patches of size
96×96 pixels, we obtain 827 patches for training and
285 patches for testing.

3) DynamicEarthNet-Sentinel2 (Dyna.-S2) [39]. The
DynamicEarthNet-Sentinel2 dataset can be used to as-
sess the performance of RSFMs on the semantic change
detection task as well. Unlike semantic segmentation
task, we report the semantic change segmentation (SCS)
score, which consists of two components: a class-
agnostic binary change score (BC) and a semantic seg-
mentation score among changed pixels (SC). The BC
score quantifies the accuracy in identifying changing
pixels, while the SC score reflects the ability of meth-
ods to accurately predict the category where the changed
pixels belong to.

Scene Classification. We select two commonly-used
single-label scene classification datasets (i.e. AID and
NWPU-RESISC45 datasets), a multi-label multispectral
scene classification dataset (i.e. BigEarthNet-Sentinel2
dataset), and a temporal multispectral scene classification
dataset (i.e. fMoW-Sentinel2 dataset). We conduct scene
classification experiments using a standard linear classifier.
The implementation details are provided in Tab. 8 (iii).
1) AID [48]. The AID dataset comprises 10000 images,

each with a size of 600×600 pixels and a GSD rang-
ing from 0.5 meters to 8 meters. The images in the

dataset are divided into 30 categories, with each cate-
gory containing approximately 220 to 400 images. In
experiments, we use x% of the data for training and the
rest (1 − x%) for testing, following common protocols
in [36, 41], where x ∈ {20, 50}.

2) NWPU-RESISC45 (RESISC-45) [6]. This dataset in-
cludes 31500 images, each with a size of 256×256 pix-
els and a GSD ranging from 0.5 meters to 30 meters.
It is divided into 45 categories, with each category con-
taining 700 images. Similar to previous works [36, 41],
we use 10% and 20% of the data for training and the
remaining 90% and 80% for testing respectively.

3) BigEarthNet-Sentinel2 (BEN-S2) [34]. The
BigEarthNet-Sentinel2 dataset is a large-scale multi-
spectral image dataset used for multi-label land cover
scene classification. This dataset consists of a total of
590326 multispectral images, each of which provides
multiple land use category annotations. In line with
previous studies [25, 45], we adopt the new scheme of
19 classes proposed in [34], and exclude approximately
12% of the patches that are completely masked by
seasonal snow, clouds, or cloud shadows in the exper-
iment. In addition, we employ the same data splits as
[25, 43, 45], where 311667 samples are allocated for
training and 103944 images are reserved for validation.

4) fMoW-Sentinel2 (fMoW-S2) [9]. The fMoW-Sentinel2
dataset is an extension of the fMoW-RGB dataset [8],
focusing on temporal multispectral scene classification.
For each location, time-series Sentinel-2 images and
their corresponding labels are provided. The dataset
consists of images with 13 spectral bands provided by
Sentinel-2 (B1-12 and B8A), which are captured at dif-
ferent points in time. Some of the time points are the
same as the original fMoW-RGB and others are addi-
tional points to form a decent time series. In total, the
dataset contains 712874 training images, 84939 valida-
tion images, and 84966 test images. Following previous
works [9, 12], we fine-tune the models using the com-
plete training set and report the Top-1/5 Accuracy met-
rics on the validation set.

Multi-Modal Semantic Segmentation. By integrating
multi-modal data from different sensors, imaging mech-
anisms, resolutions, and spectral bands, we can obtain a
more diverse and discriminative features. These features
enhance the understanding and interpretation of the shape,
size, and relationships among ground objects. Thus, we em-
ploy the DynamicEarthNet-MM dataset and the PASTIS-
MM dataset to evaluate the tasks of Time-insensitive Land
Cover Mapping and Time-sensitive Crop Mapping, respec-
tively.

1) DynamicEarthNet-MM (Dyna.-MM) [39]. This
dataset contains spatially and temporally aligned
multi-modal data, including PlanetFusion imagery



Figure 10. A detailed illustration on combination of pre-trained modules to accommodate different tasks.

(i.e. DynamicEarthNet-PlanetFusion dataset), Sentinel-
2 multispectral imagery (i.e. DynamicEarthNet-
Sentinel2 dataset), and Sentinel-1 SAR imagery. In
case of SAR data, we collect standard-calibrated
Sentinel-1 GRD data (VV, VH Polarization) according
to the geographical coordinates of the optical imagery,
thereby fulfilling the requirements of the multi-modal
experiment. To ensure consistency, we employ UperNet
as the segmentation head and present the mIoU metric
derived from the official Leaderboard-test evaluation
hosted online. More implementation details can be seen
in Tab. 9 (i).

2) PASTIS-MM [13]. We develop the PASTIS-MM dataset
for the task of fine-grained time-sensitive crop map-
ping. This dataset is an extension of the PASTIS-
R dataset [13], incorporating spatially aligned high-
resolution RGB images. It aims to investigate the impact
of the combined usage of high-resolution optical im-
agery, medium-resolution temporal multispectral data,
and temporal SAR data in the field of time-sensitive
crop mapping. To create the PASTIS-MM dataset, we
extract the geo-coordinates and acquisition dates from
the image tiles of PASTIS-R dataset. Then we match
every image tile with its corresponding static high-
resolution optical image, whose GSD is about 0.3 me-

ter. The PASTIS-MM dataset consists of 2433 Sentinel-
2 TMsI, each having an image size of 128×128 pix-
els, 10 spectral bands, and a GSD of 10 meters. It
also includes Sentinel-1 GRD SAR images (with VV,
VH, and VV/VH channels) and static high-resolution
RGB images that we added. For each image tile, the
dataset provides all available Sentinel-2 and Sentinel-1
acquisition data between September 2018 and Novem-
ber 2019, along with the additional high-resolution vis-
ible acquisition. Based on statistical analysis, each
time series includes approximately 33 to 61 multispec-
tral acquisitions, 70 radar acquisitions, and one high-
resolution visible acquisition. The dataset encompasses
18 crop categories and covers a geographical area ex-
ceeding 4000 square kilometers. We intend to release
this extended dataset publicly to facilitate the advance-
ment of agriculture-vision research. In our experiments,
the cloud coverage ratio of the Sentinel-2 images is ob-
tained by utilizing Sentinel Hub’s cloud detector8. In
addition, we use a naive FCN head [20] and report the
Overall Accuracy (OA) from the official five-fold valida-
tion on this dataset. More implementation information

8https : / / github . com / sentinel - hub / sentinel2 -
cloud-detector

https://github.com/sentinel-hub/sentinel2-cloud-detector
https://github.com/sentinel-hub/sentinel2-cloud-detector


Figure 11. Example configuration for using SkySense pre-trained
weights in single-modal scene classification task on HSROIs.

can be seen in Tab. 9 (ii).
Multi-Modal Scene Classification. We further employ the
representative BigEarthNet-MM dataset to assess the per-
formance of the Skysense in large-scale scene classifica-
tion task, considering the integration of optical and SAR
data. Detailed implementation details are provided in Tab. 9
(iii).
1) BigEarthNet-MM (BEN-MM) [35]. The BigEarthNet-

MM dataset expands upon the aforementioned
BigEarthNet-Sentinel2 dataset by incorporating
corresponding Sentinel-1 SAR data, facilitating the
evaluation of multi-modal (optical and SAR) multi-
label scene classification task. The BigEarthNet-MM
dataset supplements each Sentinel-2 image patch in the
BigEarthNet-Sentinel2 dataset with a corresponding
preprocessed Sentinel-1 image patch that shares a
similar timestamp. Additionally, each Sentinel-1 image
patch inherits the annotation information from its

corresponding Sentinel-2 image patch. The resulting
Sentinel-1 image patches possess a GSD of 10 meters,
providing dual-polarization information channels (VV
and VH), and are based on interferometric wide-swath
mode. Following [12, 42, 43], we adopt the same data
splits as the BigEarthNet-Sentinel2 dataset.

12. Downstream usage with SkySense pre-
trained weights

Our released SkySense pre-trained weights encompass
five pivotal modules (as depicted in the upper section of
Fig. 10):
• The Spatial Encoders gHR, gMs, and gSAR, which are re-

sponsible for extracting representations of corresponding
modal images.

• The Multi-Modal Temporal Fusion Transformer module,
designed to integrate multi-modal temporal representa-
tions.

• The Attentional Geo-Context Integration module, which
introduces the region-specific prototype set to enhance
the features.
The aforementioned key components of the pre-trained

weights can be used alone or combined with the others
flexibly to accommodate the requirements of various down-
stream tasks. We categorize the downstream tasks into three
broad types based on the input data types, and we discuss
how to utilize the corresponding pre-trained components to
suit each of them respectively.

1) Single-modal static downstream tasks. As shown in the
Fig. 10 (a), the Spatial Encoders for the correspond-
ing modalities are employed to extract spatial represen-
tations, with their parameters being either freezable or
tunable. Moreover, if the geographic coordinates cor-
responding to the images are available, the Attentional
Geo-Context Integration module can be involved to at-
tentional integrate pre-trained geo-context information.
It is noteworthy that the use of the Attentional Geo-
Context Integration module is optional for the user. The
output features are fed into task-specific heads for fur-
ther fine-tuning to obtain the desired outputs.

2) Single-modal temporal downstream tasks. Dif-
ferent from single-modal static downstream tasks,
the parameter-learnable Multi-Modal Temporal Fusion
Transformer module is applied after the Spatial Encoder
to merge features from temporal sequences, as shown in
the Fig. 10 (b).

3) Multi-modal downstream tasks. Fig. 10 (c) demon-
strates examples of various multi-modal data combina-
tions. The respective Spatial Encoders are applied to ex-
tract features from the corresponding modalities (static
or temporal) data. After concatenation and reshaping,
these features are fed into the parameter-learnable Multi-



Modal Temporal Fusion Transformer module to obtain
a fused representation. The optional Attentional Geo-
Context Integration module may be considered to further
enhance the features before they are input into various
task-specific decoders. This process allows for the effec-
tive integration and enhancement of multi-modal data,
which is crucial for complex downstream tasks that re-
quire a comprehensive understanding of both spatial and
temporal cues.
SkySense pre-trained weights exhibits compatibility

with the MMCV framework9 as well as other prevalent
codebase repositories (e.g. , torchvision10 and TIMM11), ne-
cessitating only rudimentary conversions. Herein, we pro-
vide a configuration example for single-modal scene clas-
sification based on MMPretrain codebase12, as illustrate in
Fig. 11. More comprehensive usage guidelines can be found
within our project repository.
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