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Supplementary Material

A. Implementation Details

This section elaborates on details briefly introduced in the
main paper. These include the notation, the basic training
objective, the interpolation standard deviation (ISTD) met-
ric, and our utilization of Null-text inversion (NTI) [5] for
real-image interpolation.

A.1. Notation

Stable Diffusion [6] employs an efficient “latent” diffusion
pipeline. Here the “latent” refers to using an individually
trained (VAE) [3] to compress an input image x0 into its
VAE-space representation z0:

z0 = E(x0), x0 = D(z0), (1)

where E and D represent the encoder and decoder of the
VAE, respectively. For simplicity, we exclude this conver-
sion process and only use “x”-based notations in the main
paper. Although we chose Stable Diffusion as our base-
line due to its popularity and high performance, our train-
ing pipeline is not specifically tailored for latent diffusion
models and is compatible with other diffusion models.

A.2. Basic Training Objective

Smooth Diffusion’s training objective comprises two key
components: 1) a basic training objective primarily centered
on noise prediction but flexible in formulation for different
diffusion models, and 2) our proposed Step-wise Variation
Regularization term. In our experiments, the basic training
objective is:

Lbase = Ex0,ϵ,t∥ϵ− ϵθ(xt, t)∥22, (2)

which is a commonly adopted training objective across
many diffusion models, e.g., Stable Diffusion [6].

A.3. ISTD

The goal of ISTD is to quantify the deviation of pixel-space
changes given the same fixed-step changes in latent space.
A lower deviation implies the input latents and output im-
ages are more likely to change smoothly. In our experi-
ments, we first randomly draw 500 text prompts from the
MS-COCO validation set [4]. For each prompt, we then
sample two random Gaussian noises, ϵa and ϵb. Next, we
execute uniform spherical linear interpolations (slerp) be-
tween ϵa and ϵb for 11 times, varying the mixing ratio η
from 0 to 1:

ϵη = slerp(ϵa, ϵb, η), η = 0, 0.1, 0.2, · · · , 1. (3)

We employ the testing diffusion model to generate 11

interpolated images {x̂η
0}1η=0 from {ϵη}1η=0. Notice that

Eq. 3 guarantees that the latent space changes between ev-
ery two adjacent latents (i.e., ϵη and ϵη+0.1) are the same.
Hence, we calculate the L2 distances between every two ad-

jacent images (i.e., x̂η
0 and x̂η+0.1

0 ) and compute the stan-
dard deviation of these distances. Finally, ISTD is the aver-
age of standard deviations over 500 different text prompts.
For a fair comparison, the text prompts and the noises for
each prompt are the same for different testing models.

A.4. NTI for real-image interpolation

NTI is initially designed to transform a real image x0 into a
latent x̃T , along with a series of learnable null-text embed-
dings {∅t}Tt=1 for each step t. The optimization for each
∅t is formulated as:

min
∅t

∥x̃t−1 −DDIM(x̃t, t, ξ,∅t)∥22. (4)

where {x̃t}Tt=1 represents intermidiate noisy images
estimated by DDIM inversion [8]. For simplicity,
DDIM(x̃t, t, ξ,∅t) denotes the DDIM sampling process at
step t, utilizing the text embedding ξ, the null-text embed-
ding ∅t and the classifier-free guidance scale w = 7.5.

For real-image interpolation, we optimize a shared series
of {∅t}Tt=1 for two real images, xa

0 and xb
0:

min
∅t

∥x̃a
t−1 −DDIM(x̃a

t , t, ξ,∅t)∥22+

∥x̃b
t−1 −DDIM(x̃b

t , t, ξ,∅t)∥22.
(5)

In our experiments, we only interpolate the latents x̃a
T

and x̃b
T following Eq. 3 and use the same null-text embed-

dings {∅t}Tt=1 for all interpolated images.

B. Additional Results
This section provides additional visual results of Smooth
Diffusion. We display image interpolation results in Fig. 1
and Fig. 2, image inversion and reconstruction results
in Fig. 3, and image editing results in Fig. 4.

Reusability. The LoRA component of Smooth Diffusion
remains adaptable to other models sharing the same archi-
tecture as Stable Diffusion. However, the effectiveness of
this reusability is not guaranteed. We evaluate the integra-
tion of this LoRA component into two popular community
models, RealisticVision-V2 [2] and OpenJourney-V4 [1].
As depicted in Fig. 2, this integration also enhances the
latent space smoothness of these models. This reusability
makes our method eliminate the need for repeated training
and become a plug-and-play module across various models.
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Figure 1. Additional image interpolation results with Smooth Diffusion. For Smooth Diffusion and Stable Diffusion [6], real images
(Image A and B) are inverted into latents using Null-text inversion [5]. We perform spherical linear interpolations between latents and
concatenate the resulting images as a transition sequence.
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Figure 2. Image interpolation results with community models. We apply the LoRA component of Smooth Diffusion to RealisticVision-
V2 [2] and OpenJournery-V4 [1] and perform spherical linear interpolations in their latent spaces.
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Figure 3. Additional image inversion and reconstruction results with Smooth Diffusion. We integrate Smooth Diffusion with two
typical diffusion inversion techniques, Null-text inversion [5] and DDIM inversion [8].
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Figure 4. Additional image editing results with Smooth Diffusion. Both text-based image editing and drag-based image editing are
evaluated. For text-based image editing, we consider both local and global edits to test Smooth Diffusion. For drag-based image editing,
Smooth Diffusion is integrated into the framework of DragDiffusion [7].
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