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1. Implementation Details for Model Training
We have three steps for model training, and provide the de-
tailed training procedures next.

In the first step, we train the Deformable DETR with
frozen DINOv2 as our proposal generator. Supposing that
we have a ground truth set of objects y, and a set of N pre-
dictions ŷ = {ŷ}Ni=1 = {(p̂i, b̂i)}Ni=1. Following original
DETR [1], we enlarge y = {(ci, bi)}Ni=1 to be a set of size
N padded with ∅ (no object), and calculate the optimal bi-
partite matching between the two sets of objects.

σ̂ = argmin
σ∈ΩN

N∑
i=1

Lmatch(yi, ŷσ(i))

The matching loss Lmatch is the sum of class prediction
and bounding box location loss. Then, after finding the op-
timal matching, the Hungarian loss LHungarian is used to
calculate the final loss.

LHungarian =

N∑
i=1

[
− log p̂σ̂(i)(ci) + 1ci ̸=∅Lbox(bi, bσ̂(i))

]
We train the model 50 epochs on the MSCOCO dataset with
base classes only, using AdamW optimizer with an initial
learning rate of 1e-4, divided by 10 after 40 epochs. For
training on PASCAL VOC dataset, we use a smaller training
epoch of 40 and the learning rate decreases at the 11 epoch.

In the second step, we train the LLM with few-shot pro-
posal classification. We carefully design language instruc-
tions to prompt the LLM to classify each of the proposal.
The predictions after LLM is y = {(pi, b̂i)}Ni=1. We reuse
the bipartite matching σ̂ in the first step to supervise the
training of LLM. We use the next-token prediction objec-
tive calculated over the ground-truth.

LLLM =

N∑
i=1

− log pσ̂(i)(ci)

The total loss L is the summation of LLM prediction loss
LLLM and Hungarian loss LHungarian.

L = LLLM + LHungarian

We train the model with 3 epochs, using cosine scheduler
with a peak learning rate of 2e-5 and Adam optimizer.

In the third step, we fine-tune our model on novel classes.
Specifically, we first fine-tune the proposal generator us-
ing down-sampled base classes and novel classes with the
same number of training samples, and using Hungarian loss
LHungarian. We train the model with 5,000 iterations, and
use AdamW optimizer with an initial learning rate of 1e-4,
divided by 10 after 4,000 iterations. Then, we fine-tune the
LLM using base classes and up-sampled novel classes, and
using L for training. We train the model with 1 epoch, us-
ing cosine scheduler with a peak learning rate of 2e-5 and
Adam optimizer.

2. More Visualizations and Failure Cases
We provide more visualizations in Figure A1. Failure cases
include missing small objects or occluded objects, and mis-
classification for confusing categories.
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Figure A1. Detection Visualization and Failure Case Analysis. Blue means our detection results and red means false negatives. We use our
30-shot fine-tuned G-FSOD model for visualization.
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