Supplementary Material for
JDEC: JPEG Decoding via Enhanced Continuous Cosine Coefficients

A. Data Processing Inequality in JPEG

In terms of information theory [3], it’s feasible to view
JPEG compression as resembling a Markov chain as fol-

lows: .
XY X, (L

where, X is a symbol (Images), Y is a encoded file (bit-
streams) and X is decoded symbol (JPEG Images). There-
fore by the data processing inequality [3], the mutual infor-

mation I[(X;Y) := 30 4 >0 cyp(z,y)log p’(’&%) be-

tween X and X cannot exceed the information between X
and Y. In JPEG, the equality is satisfied when a conven-
tional decoder does not provide any losses.

I(X;Y) > I(X; X). )

The equality is satisfied when conditional mutual informa-
tion I(X; Y|X) = 0. Theoretically, a JPEG decoder should
not provide loss. However, in engineering practice, loss oc-
curs in converting the DCT spectrum back to YCbCr by per-
forming IDCT and rounding to values of 0 and 255. Also,
depending on the YCbCr to RGB matrix, precision losses
occur too. Consequently, the conventional JPEG provides
losses, and Eq. (2) does not satisfy equality.

B. Implicit Neural Representation

The proposed JDEC is a function of block coordinates. To
demonstrate this, the model should be able to produce re-
sults when provided with coordinates that were not ob-
served during training. Therefore, we conducted simple
super-resolution experiments using the pre-trained JDEC to
represent unobserved coordinates. We maintain all settings
identical, with the size of block coordinate ¢ increased to

rB x rB where r is the upsampling ratio.
q=10, | x4

Concept| SR w/JAR [SRw/oJAR| SR w/JAR | Decoding
Method| RRDBI[9] | SwinIR[7] HST[6] |JDEC (ours)
Set5 | 2236 | 2245 | 2249 | 2248

Table 1. Quantitative comparison for compressed image upsam-
pling on the Set5 [1] dataset (PSNR(dB)). The JAR refers to JPEG
Artifact Removal.

Fig. 1 shows that our JDEC is clearly an implicit neural
representation by extracting unseen coordinates. It also

Input (¢ = 10) JDEC + Bicubic JDEC w/o Bicubic

Figure 1. x2 upsampling of compressed image (¢ = 10) in Set-
5 dataset. Note that JDEC upscales the image with the change of
additional coordinates ¢ without additional training.
demonstrates that the resolution of estimated spectra by
CCF is a function of continuous frequency. We compare
our upsampling results to existing networks that aim to up-
sample compressed images in Tab. 1.

C. Computational Costs and Performance

With Fig. 2 and Tab. 2, we present an additional compar-
ison of the computational resources including an extended
FBCNN model (FBCNN+) and JDEC-CNN+. Our frame-
work overcomes the trade-off between computational com-
plexities and performances.
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Figure 2. FLOPs and PSNR Comﬁa)rison with other methods in

ICB[8] (¢ = #1#0).
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Params.| Mem. Time | FLOPs | PSNR|PSNR-B (dB)

Method M) (GB) (ms) (G) | ¢g=10 [ ¢=40
FBCNN [5] 70.1 0.61 71.95 | 709.97 [32.18]32.15[36.02]35.95
JDEC-CNN 26.2 0.81 56.59 | 476.33 |32.31]32.27|36.19/36.09

FBCNN+T [5]] 2103 1.68 218.58 |2101.15 |32.35]32.31|36.20|36.11
JDEC-CNN+T| 54.6 1.62 111.65 | 1086.87 | 32.43|32.39 | 36.30/36.19

Swin2SR [2] | 11.5< 2.79 [2203.59 | 3301.5 [32.46] - [36.25] -
JDEC 38.9 1.76 | 224.79 |1006.72 |32.55|32.51 |36.37|36.28

Table 2. Computational resources & performance comparison for
a 560 x 560 pixels in ICB [8]. T :Our implementation
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Figure 3. Additional qualitative comparison in color JPEG artifact removal (¢ = 10).
D. Additional Qualitative Results strate the robustness of our JDEC to color distortion.

We present additional qualitative results for comparison.
Additionally, we divide RGB and chroma images to demon-
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